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Abstract

We report on the development and test of a prototype
track-finding processor for the Level-1 trigger of the CMS
endcap muon system. The processor links track segments
identified in the cathode strip chambers of the endcap muon
system into complete threedimensond tracks and
measures the transverse momentum of the best track
candidates from the sagitta induced by the magnetic
bending. The agorithms are implemented using SRAM and
Xilink Virtex FPGAs, and the meesured latency is 15
clocks. We dso report on the design of the pre-production
prototype, which achieves further latency and sSze
reduction using sate-of-the-art technology.

[. INTRODUCTION

The endcap muon system of CMS conssts of four
sations of cathode strip chambers (CSCs) on each end of
the experiment. The coverage in pseudorapidity (h) is
from 09 to 24. A dngle dation of the muon system is
composed of sx layers of CSC chambers, where a single
layer has cathode drips digned radidly (from the beam
axis) and anode wires digned in the orthogond direction.
The CSC chambers are trapezoidd in shape with a 10° or
20° angular extent in azimuth (j). The CSC chambers are
fast (60 ns drifttime) and participate in the Level-1 trigger
of CMS.

A “Locd Chaged Track” (LCT) forms the most
primitive trigger object of the endcap muon system. Both
cahode and anode front-end LCT trigger cards search for
vaid patterns from the six wire and strip planes of the CSC
chamber. The anode data provide precisse timing
information as well as h information, and the cathode data
provide precise j information. A motherboard on the
chamber collects the LCT information, associates the wire
data to the cathode data, tags the bunch crossing time, and
selects the two best candidates from each tamber. The
end result is a three-dimendona vector, encoded as a bit
pattern, which corresponds to a track segment in that muon
dation. It is transmitted via optica links to the counting
house of CMS. To reduce the number of optica
connections, only the three best track segments are sent
from nine chambers (18 track segments).

The Track-Finder must recongtruct muons from track
segments received from the endcap muon system, measure
their momenta using the fringe fidd of the cenrd 4 T
solenoid, and report the results to the first level of the
trigger system (Leve-1). This objective is complicated by
the non-uniform magnetic field in the CMS endcagp and by
the high background raes consequently, the design must
incorporate  full 3-dimensond information into the track-
finding and measurement procedures.

The experimenta god of the Track-Finder is to
efficiently identify muons with as low a threshold in
transverse momentum (Pr) as possble in order to meet the
rate requirement of the Levd-1 Trigger of CMS. This
trandates into a single muon trigger rate which does not
exceed about 1 kHz per unit rapidity a the full luminosity
of the LHC. The resolution on P, therefore, should be less
than about 30% at least, which requires measurements of
the j and h coordinates of the track from a least three
stations.

1. TRACK-FINDER LOGIC

The recongruction of complete tracks from individua
track segments is partitioned into severd steps to minimize
the logic and memory size of the Track-Finder [1]. The
stepsare pipeined and thetrigger logic is deadtime-less.

Fird, nearly al possble pairwise combinations of track
segments are tested for consisgtency with a single track.
That is, eech track segment is extrgpolated to another
dation and compared to other track segments in that
dation.  Successful extrapolations yield tracks composed of
two segments, which is the minimum necessary to form a
trigger. The process is not complete, however, since the
Track-Finder must report the number of distinct muons to
the Levd-1 trigger. A muon tha traverses dl four muon
dations and regigers four track segments would yidd sx
track “doublets” Thus, the next dep is to assemble
complete tracks from the extrgpolation results and cance
redundant shorter tracks. Firally, the best three muons are
sdected, and the track parameters are measured.

A. Extrapolation

A sngle Extrgpolaion Unit forms the core of the
Track-Finder trigger logic. It tekes the three-dimensond
gpatid information from two track segments in different
dations, and tests if those two segments are compatible



with a muon originating from the nomina collison vertex
with a curvature condgtent with the magnetic bending in
that region. The test involves the following:

Deemine if eech track segment is in the dlowed
trigger regioninh
Compare the h vaues of the two segments to
determine if both lie dong a sraight line projection to
the callison vertex

Compute the difference in j between the two track
segments

Check if that difference is consstent with the bending
directioninj measured at each stetion

Compare the difference in j to the maximum dlowed
at that h for severd Py thresholds

Compare the quality of the two track segments

Check that at least one of the track segments is not
pardld tothebeam axis

Assign an overal qudlity to the extrgpolation

All possble extrgpolation pairs should be tested in
padled to minimize the trigger latency. This corresponds
to 81 combinations for the 15 track segments of the endcap
region. However, we have exduded direct extrgpoldions
from the first to fourth muon station in order to reduce the
number of combinatiions to 63. This prohibits triggers
involving hits in only those detions, but saves logic and
reduces some random coincidences (sSnce those chambers
ae expected to have the highest rates). It dso facilitates
track assembly based on “key gations” which is explained
inthe next section.

B. Track Assembly

The track assembly stage of the Track-Finder logic
examines the results of the extrgpolations and determines if
any track ssgment pairs belong to the same muon. If o,
those segments are combined and a code is assgned to
denote which muon dations are involved. The underlying
feature of the track-assembly is the concept of a “key
station” For this design, the second and third muon stations
are key dations. A vaid trigger in the endcap region must
have a hit in one of those two stations. The second station
is actudly used twice: once for the endcap region and once
for the region of overlap with the barrel muon system, so
there are a totd of three data stresms. The track assembler
units output a quality words for the best track for each hit in
the key stations.

C. Final Selection

The find sdection logic combines the nine best
assembled tracks, cancels redundant tracks, and sdects the
three best digtinct tracks. For example, a muon which
leaves track segments in dl four endcgp dations will be
identified in both track assembler sreams of the endcap
snce it has a track segment in eech key station. The Find
Sdection Unit must interrogate the track segment labels

from each combinaion of tracks from the two streams to
determine whether one or more track segments are in
common. If the number of common segments exceeds a
preset threshold, the two tracks are consdered identicd and
one is cancdled. Thus, the Find Section Unit is a sorter
with cancdlation logic.

D. Measurement

The find dage of processing in the Track-Finder is the
measurement of the track parameters, which includes the |
and h coordinates of the muon, the magnitude of the
transverse momentum Pr , the sgn of the muon, and an
overdl quaity which we interpret as the uncertainty of the
momentum measurement. The most important quantity to
caculate accurately is the muon R, as this quantity has a
direct impact on the trigger rate and on the efficiency.
Smulations have shown that the accuracy of the
momentum measurement  in the endcgp usng the
digplacement in j measured between two dations is about
30% at low momenta, when the first station is included. (It
is worse than 70% without the first station.) We would like
to improve this so as to have better control on the overdl
muon trigger rate, and the mogt promisng technique is to
ue the j information from three dations when it is
avalable. This should improve the resolution to a lesst
20% at low momenta, which is sufficient.

In order to achieve a 3station R measurement, we have
developed a scheme that uses the minimum number of bits
necessay in the cdculaion. The first step is to do some
preprocessing in FPGA logic: the diffeence in j is
caculated between the first two track segments of the
muon, and between the second and third track segments
when they exist. Only the essentid hits are kept from the
subtraction.  For example, we do not need the same
accuracy on the second subtraction because we ae only
trying to untangle the multiple scattering effect at low
momenta. The subtraction results are combined with the h
coordinate of the track and the track type, and then sent into
a 2 MB memory for assgnment of the signed R . Tracks
composed of only two track segments are dlowed dso in
certain cases.

. FIRST PROTOTYPE SYSTEM
ARCHITECTURE

The Track-Finder is implemented a 12 “Sector
Processors’ that identify up to the three best muons in 60°
azimutha sectors Each Processor is a 9U VME cad
housed in a crate in the counting house of CMS. Three
receiver cards collect the opticd dgnds from the CSC
chambers of that sector and transmit deta to the Sector
Processor via a cusom pointtopoint backplane. A
maximum of gx track segments are sent from the firgt
muon dsation in that sector, and three each from the
remaining three dations In addition, up to eght track
segments from chambers a the ends of the bard muon



system are propagated to a transtion board in the back of
the crate and delivered to each Sector Processor aswell.

A total of nearly 600 bits of informetion are ddlivered to
each Sector Processor a the beam crossng frequency of 40
MHz (3 GB/g. To reduce the number of connections,
LVDS Channd Link transmittersreceivers from Nationa
Semiconductor [2] were used to compress the data by about
a factor of three through seridization/deseridization. A
custom point-to-point backplane operating a& 280 MHz is
used for passing data to Sector Processor.

Each Sector Processor messures the track parameters
(Pr, j, h, sign, and qudity) of up to the three best muons
and transmits 60 bits through a connector on the front
pand. A sorting processor accepts the 36 muon candidates
from the 12 Sector Processors and sdects the best 4 for
transmission to the Global Level-1 Trigger.

A prototype Sector Processor was built using 15 large
Xilinx Virtex FPGAS, ranging from XCV50 to XCV400, to
implement the track-finding dgorithm, and one XCV50 as
VME interface (Fig. [1]).

The configuration of the FPGASs, including the VME
interface, was done via fat VMEto-JTAG module,
implemented on the same board. This module takes
advantage of the VME padld daa transmisson, and
reduces the configuration time down to 6 seconds, instead
of ~6 minutesif we use agtandard Xilinx Pardld 111 cable.

The following software modules were written to
support testing and debugging:
Standalone version of the C++ model for Windows

Module for the comparison of the C++ modd with the
board’ s output

JTAG configuration routine, controlling the fast VME
to-JTAG module of the board

Lookup configuration routine, used to write and check
the on-board lookup memory

Board configuration database with Graphic User
Interface  (GUI), which keeps track of many
configuration  variants and provides a one-dick
sdection of one of them. Each variant contans the
complete information for FPGA and lookup memory
configuration.

All software was written in portable C++ or C, to
smplify porting into another operating systems. The Board
configuration database is written in JAVA, since this is the
simplest way to write a portable GUI. All software can and
will be used for the second (pre-production) prototype
debugging and testing.

The firg prototype was completely debugged and
tested. Smulated input data or random numbers were
transmitted over the custom backplane to this prototype,
and the results were read from the output FIFO. These
results were compared with a C++ modd, and 100%
matching was demondtrated. The latency from the input of

the Sector Receivers [3] (not including the optica link
latency) to the output of the Sector Processor is 21 clock,
15 of which are used by Sector Processor logic.

Fig. [2] shows the stand, used for testing and debugging
of thefirst prototype.

IV. SECOND (PRE-PRODUCTION)
PROTOTYPE SYSTEM ARCHITECTURE

Recent dramatic improvements in the programmable
logic density [4] dlow implementing al Sector Processor
logic onto one FPGA. Additionaly, the opticd link
components have become smdler and fagter. All  this
dlows combining three Sector Receivers and one Sector
Processor of the first prototype onto one board. This board
will accept 15 opticd links from the Muon Port Cards,
where each link carries the information about one muon
track segment. Additionaly, the board receives up to 8
muon track segments from the Barrd system via a custom
backplane.

Since the track segment information arives from 15
different optical links, it has to be synchronized to the
common clock phase. Also, because the optica link's
deszridization time can vary from link to link, the input
data must be digned to the proper bunch crossing number.

Next, the track segment information received from the
optica links is processed using the lookup tables to convert
the CLCT pattern number, sign, qudity and wire-group
number into the angular vaues describing this  track
segment. The angular information about all track segments
is fed to the FPGA, which contains the entire 3-dimentiona
Sector Processor agorithm. On the first prototype this
agorithm occupied 15 FPGAs.

The output of the Sector Processor FPGA is sent to the
Pr assgnment lookup tables, and the results of the Pr
assignment for the three best muons are sent via the custom
backplane to the Muon Sorter.

In the second (preproduction) prototype Track-Finder
system we stopped using Channe Links for the backplane
trangmisson because of their long laency, and moved to
the GTLP backplane technology. This dlows transmitting
the data point-topoint (from Sector Processor to Muon
Sorter) & 80 MHz, with no time pendty for seridization
since the mogt relevant portions of data are sent in the first
frame. The data in the second frame are not needed for
immediate calculation, so they do not delay the Muon
Sorter processing.

The entire second (preproduction) prototype Track-
Finder system will fit into one 9U VME crate (Fig. [3)]).

V. SECTOR PROCESSOR ALGORITHM AND
C++ MODEL MODIFICATIONS

The Sector Processor dgorithm  was  Sgnificantly
modified to fit into one chip and reduce latency. The
comparison of the old and new dgorithms is shown on Fig.
[4]. In particular, the following modifications were made:



The dgorithms of the extrgpolation and find sdection
units are reworked, and now each of them is completed
in only one clock.

The Track Assembler Units in the first prototype were
implemented as extend lookup tables (Hatic
memory). For the second prototype, they are
implemented as FPGA logic. This saved 1/0O pins on
the FPGA and one clock of the latency.

The priminary cdculations for the Pr assignment are
done in padld with find sdection for dl 9 muons s
when three best out of nine muons are sdected, the
precdculaed vdues ae immediady snt to the
externd Prassignment lookup tables.

All this dlowed reducing the latency of the Sector
Processor dgorithm (FPGA plus Pr assignment memory)
down to 5 cocks (125 ns) from 15 clocks in the first
prototype.

The current verson of the Sector Processor FPGA is
written entirely in Verilog HDL. The core code is portable;
it does not contan any architecturespecific library
eements. It is completely debugged with Xilink smulator
in timing mode, and its functiondity exactly matches the
C++ modd.

During the condruction and debugging of the first
prototype, we have encountered many problems related to
the correspondence between hardware and C++ modd. In
particular, sometimes it is very problematic to provide the
exact matching, especidly if the modd uses the C++ huilt-
in libray modules such as ligs and lis management
routines, etc.

To diminate these problems in the future, the C++
model was completely rewritten in drict  lineby-line
correspondence to the Verilog HDL code. All  future
modifications will be done smultaneoudy in the modd and
Verilog HDL code, keeping the correspondence intact.

Vl.  SUMMARY

The conceptual design of a Track-Finder for the Leve-1
trigger of the CMS endcap muon system is complete.  The
desgn is implemented as 12 identicd processors, which
cover the pseudorapidity interval 0.9 < h < 24. The track-
finding dgorithms ae threedimensond, which improves
the background suppresson. The Pr measurement uses
data from 3 endcap dations, when available, to improve the
resolution to 20%. The input to the Track-Finder can be
hedd for more than one bunch crossng to accommodate
timing erors. The laency is expected to be 7 bunch
crossings (not including the optica link and timing errors

accommodetion). The design is implemented using Xilinx
Virtex FPGAs and SRAM look-up tables and is fully
programmable.  The first prototype was successfully built
and teded; the pre-production prototype is under
construction now.
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Figure 2: Prototypetest crate.
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Figure 3: Second Prototype Track-Finder Crate.
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