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Outline

Cosmography with LISA
Difficulties and how we might mitigate some of them

Cosmography with ground-based detectors
Measuring host redshifts from GW observations 
alone
Cosmography from a population of observed sources
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Why are inspirals standard sirens?
Luminosity distance D can be inferred if one can measure:

the flux of radiation F and
absolute luminosity L

Schutz Nature1986

Flux of gravitational waves determined by amplitude of 
gravitational waves measured by our detectors
Absolute luminosity can be inferred from the rate     at 
which the frequency of a source changes

Not unlike Cephied variables except that     is completely determined 
by general relativity

Therefore compact binaries are self-calibrating standard 
sirens

ḟ

ḟ
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Cosmography with LISA

4

Friday, 23 May 2014



Cosmography from a single source
Gravitational wave (GW) observations alone cannot 
measure the source’s redshift
This is certainly true for binary black holes
For binary neutron stars it might be a different story

If it is possible to identify the host galaxy then
can measure the source’s redshift in addition to luminosity distance 

An ideal tool for cosmography and synergy between EM and GW 
astronomy

LISA can measure signals with a very high (amplitude) 
signal-to-noise ratio (~1000-10,000) 
Should be possible to distinguish between different cosmological 
models with a high-SNR single event
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eLISA SNRs
Inset: ET SNRs
Inspiral signal 
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But ...
We really only measure

The luminosity distance (redshifted comoving distance) and redshifted 
masses 

Cannot measure the source’s redshift without EM identification 
but this is difficult since GW detectors have poor sky localization

at least that is what we thought until recently

If we measure the source redshift we can deduce the intrinsic 
mass of the source and resolve redshift-mass degeneracy
Distance measurement is corrupted by weak lensing

Holz and Hughes 2005;  Van Den Broeck et al 2010
Correcting for or mitigating lensing would be important

Distance is strongly correlated with the unknown orbital 
inclination of the source with respect to line-of-sight

Ajith and Bose 2009; Nissanke et al 2010
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Mobs = (1 + z)Mintr, DL = (1 + z)D
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Localization Question: 
Mitigated by Higher Signal Harmonics
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Dominant radiation at twice the orbital frequency but 
radiation is emitted at all multiples of the orbital frequency
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Black: 
Dominant 
harmonic

Red:
Dominant 
harmonic

Green: 
Difference 
All-Dominant

Observed harmonics depend on the 
inclination of the binary
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Signal Harmonics and Sky Localization
12

Sky localization is improved by higher signal 
harmonics that were neglected in earlier studies 
Why does sky localization improve due to signal 
harmonics?
Observed harmonics depend strongly on the inclination 
of the binary
Inclination is strongly correlated with sky position
Harmonics help break distance-inclination and 
inclination-sky position degeneracy
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Level of Improvement

SNR doesn’t change much
Distance improves by a 
factor of 2
Angular resolution 
improves by a factor of 10 
or larger
Entries correspond to 
different orientations
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TABLE II. Accuracy in LISA’s measurement of the various parameters in Eq. (2.5), for seven different sets of the angular parameters
and three different combinations of the (physical) masses at a distance of 3 Gpc (z ! 0:55). When the number of clusters in the error
box on the sky is significantly larger than 1, it will not be possible to determine redshift unless the inspiral event has a clear optical
counterpart; we have chosen not to quote results for !w in such cases. (Note that the error on w is ultimately determined by both
LISA’s statistical errors and weak lensing errors in the determination of luminosity distance.) The figures clearly demonstrate
significant improvement in parameter estimation when higher order terms are included.

Orientation !S ’S !L ’L Model SNR ! lnDL !"S ! lnM !" !tC Nclusters !w
(rad) (rad) (10"2) (10"6 str) (10"6) (10"6) (sec)

#m1; m2$ ! #105; 106$M%
A1 0.3 5 0.8 2 RWF 750 1.2 12 6.0 31 1.7 0.25 0.068

FWF 754 0.88 4.3 4.6 23 1.2 0.088 0.050
A2 "0:1 2 "0:2 4 RWF 1168 1.1 110 4.7 21 1.7 2.2 0.062

FWF 1150 0.58 13 3.5 16 1.1 0.27 0.033
A3 "0:8 1 0.5 3 RWF 2722 0.25 170 3.3 12 2.6 3.5 & & &

FWF 2497 0.17 26 2.7 9.7 1.1 0.53 0.0096
A4 "0:5 3 "0:6 "2 RWF 1868 0.74 150 3.1 15 1.2 3.1 & & &

FWF 1781 0.19 13 2.5 12 0.58 0.27 0.011
A5 0.9 2 "0:8 5 RWF 3740 15 84 2.3 8.0 2.1 1.7 0.82

FWF 2857 0.11 8.1 1.7 7.9 0.69 0.17 0.0062
A6 "0:6 1 0.2 3 RWF 2185 0.42 220 3.9 15 2.9 4.5 & & &

FWF 2108 0.24 65 3.0 11 1.6 1.3 0.014
A7 "0:1 3 "0:9 6 RWF 2213 0.58 410 3.5 13 1.1 8.4 & & &

FWF 2175 0.45 300 2.9 10 0.74 6.1 & & &
#m1; m2$ ! #6:45' 104; 1:29' 106$M%
A1 0.3 5 0.8 2 RWF 385 1.3 21 5.5 13 3.2 0.43 0.073

FWF 511 1.0 8.4 4.2 9.1 2.1 0.17 0.056
A2 "0:1 2 "0:2 4 RWF 595 1.1 120 4.2 9.2 2.5 2.4 0.062

FWF 771 0.70 25 3.3 6.5 1.7 0.51 0.039
A3 "0:8 1 0.5 3 RWF 1345 0.33 170 3.4 5.8 2.7 3.5 & & &

FWF 1573 0.25 53 2.6 4.2 1.6 1.1 0.014
A4 "0:5 3 "0:6 "2 RWF 924 0.78 160 3.0 6.8 1.7 3.3 & & &

FWF 1158 0.26 27 2.3 5.0 1.0 0.55 0.015
A5 0.9 2 "0:8 5 RWF 1863 15 87 2.4 3.8 2.2 1.8 1.0

FWF 1506 0.19 25 2.0 3.9 1.3 0.51 0.011
A6 "0:6 1 0.2 3 RWF 1069 0.47 240 4.1 7.2 3.1 4.9 & & &

FWF 1378 0.32 110 2.9 4.8 2.1 2.2 0.018
A7 "0:1 3 "0:9 6 RWF 1093 0.57 420 3.1 6.1 1.6 8.6 & & &

FWF 1448 0.50 350 2.5 4.2 1.1 7.1 & & &
#m1; m2$ ! #106; 107$M%
A1 0.3 5 0.8 2 RWF 495 11 600 1400 1100 290 12 & & &

FWF 444 2.2 16 190 240 75 0.33 0.12
A2 "0:1 2 "0:2 4 RWF 773 10 6500 870 710 190 130 & & &

FWF 685 1.2 43 130 160 51 0.88 0.068
A3 "0:8 1 0.5 3 RWF 1824 3.2 24 000 380 310 90 490 & & &

FWF 1549 0.29 82 96 100 31 1.7 0.016
A4 "0:5 3 "0:6 "2 RWF 1249 6.9 2400 550 450 120 49 & & &

FWF 1081 0.34 40 110 130 40 0.82 0.019
A5 0.9 2 "0:8 5 RWF 2493 110 8300 270 220 63 170 & & &

FWF 1954 0.18 18 200 180 49 0.37 0.010
A6 "0:6 1 0.2 3 RWF 1465 4.7 53 000 470 380 110 1100 & & &

FWF 1273 0.44 300 105 115 36 6.1 & & &
A7 "0:1 3 "0:9 6 RWF 1480 21 170 000 520 390 98 3500 & & &

FWF 1300 1.3 3400 87 100 30 69 & & &

K. G. ARUN et al. PHYSICAL REVIEW D 76, 104016 (2007)

104016-6

Uses only the dominant harmonic

Uses all known harmonics

Table from 
Arun et al: 2007
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Addressing Weak Lensing

16

Correct for weak lensing by mapping the sky in the direction 
of the source AND assume LISA will see many sources
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4. SIMULATING THE OBSERVATIONS

4.1. Gravitational wave observations: shaping the error
box

As we mentioned in Section 3.1, we drawn hundred re-
alizations of the MBH binary population from the VB
model. Each realization contains 30 to 50 events in the
redshift range [0 : 3]. The total mass, mass ratio and
redshift distributions of the events are shown in the fig-
ure 1. In order to simulate GW observations, the binary
sky location is randomly chosen according to a uniform
distribution on the celestial sphere, the coalescence time
is chosen randomly within the three years of LISA op-
eration (we assume 3 years as default mission lifetime).
the spin magnitudes are uniformly chosen in the interval
[0 : 1] in units of mass square, and the initial orienta-
tions of the spins and of the orbital angular momentum
are chosen to be uniform on the sphere. More detailed
description of the model for GW signal used in this paper
is given in Petiteau et al. (2010).
The GW likelihood L needed in equation (5) is ap-

proximated as a multivariate Gaussian distribution with
inverse correlation matrix given by the Fisher informa-
tion matrix (FIM) :

L ∼ e−(s−h|s−h) ∼ e(θ
i−θ̂i)Γij(θ

j−θ̂j)/2. (9)

Here θi is the vector of the parameters characterizing the
spinning MBH binary, θ̂i are the maximum likelihood es-
timators for those parameters which are assumed to cor-
respond to the true values (no bias), and Γij = (h,i|h,j)
is the FIM, where the commas correspond to derivatives
with respect to the parameters. This is a reasonable
approximation due to the large SNR (for more details
on the FIM and its applicability see Vallisneri 2008).
Our uncertainties on estimated parameters are consis-
tent with Lang & Hughes (2009), Babak et al. (2010)
and Petiteau et al. (2010). We did not include higher
harmonics (only the dominant, twice the orbital fre-
quency) as they only slightly improve parameter esti-
mation for precessing binaries. However including higher
harmonics in the GW signal model is important in case of
the small spins and low precession (when spins are almost
(anti)aligned with the orbital momentum, Lang et al.
(2011)). We use truncated waveforms corresponding to
the inspiral only. However the addition of merger and
ring-down will further reduce the localization error due
to the higher SNR (McWilliams et al. 2010). This er-
ror is usually an ellipse on the sky but we simplify it by
choosing the circle with the same area.
For the luminosity distance measurement we need to

take into account the weak lensing. We assume the
weak lensing error to be Gaussian with a σ given by
(i) Shapiro et al. (2010). Such assumption is rather
pessimistic; we also tried the prescription given by (ii)
Wang et al. (2002), which gives smaller errors, but still
larger than the level that may be achieved after mitiga-
tion through shear and flexion maps (Hilbert et al. 2010).
Both of those estimations are represented in figure 2 as
(i) dark (red online) circles and (ii) light (orange online)
squares correspondingly. The median error in DL due to
GW measurements only is given by the solid black line.
The combined error for model (i) is given by the upper
(blue) circle-line curve, and for model (ii) by the lower

(green) square-line curve. We consider our setup to be

0 0.5 1 1.5 2 2.5 3
z

0

0.01

0.02

0.03

0.04

0.05

0.06
!D

L/D
L

GW error
Weak lensing error #1
Weak lensing error #2
Combined error #1
Combined error #2

Fig. 2.— Relative error in the luminosity distance due to
weak lensing from (i) Shapiro et al. (2010) (circles) and from (ii)
Wang et al. (2002) (squares). The black solid line is the median
error due to GW measurements only; the solid-circle and the solid-
square lines are for the combined errors under assumptions (i) and
(ii) respectively (see text).

conservative in the estimation of the weak lensing effects.
The main aim of this work is to build a reasonable setup
for what could be observed by the time LISA will fly,
and make a first order estimation of LISA capabilities
to constrain the dark energy equation of state. We will
address non-Gaussianity of the weak lensing as well as
other corrections to the model to make it more realistic
in a follow up paper.
We consider an error box size corresponding to 2σ of

the measurement errors in the sky location (σsky) and in
the source distance as evaluated by the FIM plus weak
lensing uncertainties. For observational purposes, the
dimensions of this error box are ∆Ω = 2σsky and ∆z.
For the latter we also include the uncertainty given in the
Dl − z conversion due to the error (prior) on w, p0(w).
Let us summarize how we construct an error box in

practice, as, for example, the one illustrated in figure 3 :

• We select the closest Millennium snapshot to the
event in redshift.

• We pick a galaxy (red dot) in the snapshot with a
probability given by the local galaxy number den-
sity ntotal.

• We construct around the galaxy an error box given
by ∆Ω and ∆zGW+WL, and the galaxy can lie any-
where with respect to this error box (blue cylinder).

• We expand the error box along the direction of the
observer both sides by ∆z given by the uncertainty
in w (green cylinder).

• According to some prescription,which we will de-
scribe in the next section, we select observable
galaxies in the error box (brown dots).

As shown in figure 3, we interpret one of the direc-
tions in the Millennium snapshot as distance from the
observer, and convert the comoving distance in redshift.

Distance Measurement: Dominated by Lensing 17

Simulation with a population
Petiteau, Babak, Sesana: 2011

Lensing correction:
Shapiro et al 2010
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Mitigating Lensing: Safety in Numbers 18

If LISA detects ~ 
30 events weak 
lensing might 
be mitigated
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Fig. 3.— Example of error box (cylinder) in part of the Millen-
nium snapshot (cube with unit in Mpc). The blue cylinder is the
measurement error box and the green one also considers the prior
on w. The black big dot is the host and the brown small dots are
the selected galaxy candidates.

We assume a periodic expansion of the Millennium data
in order to fit large error boxes. Note that the original
Millennium simulation also assumes the same periodic-
ity in the distribution of the matter. The size of the
error box at high redshift covers a significant fraction
of the simulation box so we do not go beyond the red-
shift z = 3 (as we will show later, spectroscopic observa-
tions at such high redshifts will be impractical anyway).
Together with larger error boxes, we have a nonlinear
increase in the number of events at high redshift. To re-
duce the overlap between error boxes corresponding to
different GW events we choose cylinders with random
orientations.
Figure 4 shows an example of the resulting weighted

distribution of galaxy redshifts (with weight proportional
to the local density ntotal). It is a projection of the
clumpiness along the line of sight which is also propor-
tional to the probability distribution of z for the event.
The probability distribution of w for the event will be
directly related to this result. We noticed that there is a
very large number of underdense regions and several very
dense superclusters. The probability of a galaxy with a
low local density to host a merger is very low but there
is a huge number of such galaxies, and we found that the
probability of the host to be in (super)clusters is similar
to that of being in a low density region. As we will see
later in the result section, this may cause a very wrong
estimation of w for some individual GW event.

4.2. Redshift measurements through spectroscopic
surveys

To get a statistical measurement of w we need to ex-
ploit the clustering of the galaxies falling within the error
box (which defines the astrophysical prior pj(θ,φ, z) in
equation (5)). It is therefore necessary to get efficient
redshift measurements of thousands of galaxies within a
small field of view (FOV): the information we seek is en-
closed in the redshift distribution of such galaxies. We
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Fig. 4.— Distribution of the weighted galaxies with the redshift.
The green dashed vertical line is the redshift of the host galaxy.

stress here that we are not looking for a distinctive elec-
tromagnetic counterpart to the GW event. In fact, the ac-
tual host of the coalescing binary may not even be observ-
able. Typical masses of our binaries are 105−106M!. Us-
ing MBH-bulge scaling relations (Gültekin et al. 2009),
such MBHs are expected to be hosted in galaxies with
stellar mass 109 − 1010M!, i.e., in dark matter halos
with total mass < 1011M!. The Millennium run mass
resolution is ∼ 109M!, meaning that typical host struc-
tures are formed by less than 100 particles. Unfortu-
nately, the Millennium run is severely incomplete in the
expected mass range of LISA MBH binary hosts. Here
we do not attempt to exploit any MBH-host relation to
select the host of our GW event; the probability of be-
ing a host is only related to the local number density
of neighbor galaxies ntotal. Such assumption relies on
the concept of self-similarity of the galaxy clustering at
different mass scales: typical LISA MBH binary hosts
cluster in the same way as more massive galaxies. We
checked this assumption by comparing the spatial distri-
bution of galaxies in different mass ranges (109−1010M!,
1010−1011M!, 1011−1012M!), within simulation snap-
shots at different redshift, and we postulate that this self-
similarity extends to lower masses, below the Millennium
run resolution. This point is crucial for two reasons: (i)
especially at z > 1, we will be able to get only spec-
tra of luminous (massive) galaxies, and we need to be
confident that their spatial distribution mimics that of
lighter galaxies that may host the GW event but are ob-
servable in the spectroscopic survey; (ii) the number of
observable galaxies in the error box may be too large
anyway (> 104) to efficiently complete a spectroscopic
survey on the full sample: self-similarity allows us to get
the clustering information we need by getting spectra of
the brightest objects only.
At z = 1, the typical number of galaxies enclosed in

the 2σ error box described above is in the range 104−105.
However, not all of them are bright enough to get use-
ful spectra. The semianalytic galaxy evolution model
(Bertone et al. 2007) implemented on top of the Millen-
nium run returns the stellar mass of each galaxy, and
the absolute bolometric magnitude Mb. By knowing
the redshift, and by using standard galactic templates
one can therefore compute the apparent magnitude in

Petiteau, Babak, Sesana: 2011
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5. CONSTRAINTS ON THE DARK ENERGY EQUATION OF
STATE

In this section we present the results of our simulations.
We tried several setup of the experiment by using differ-
ent thresholds on the observable apparent magnitude of
galaxies, different prescriptions for the measurement er-
rors, and different cosmological priors. For each setup,
we performed either 100 or 20 realizations of the MBH
binary population as observed by LISA, together with
the follow up spectroscopic survey of the galaxies in all
the error boxes.

5.1. Fiducial case

We consider in this subsection 100 realizations which
we refer to as our fiducial case. For this setup, we
limit spectroscopic identification of galaxies in the er-
ror box to an apparent magnitude of mr ≤ 24, the er-
rors in sky localization and in the luminosity distance
are estimated according to the inspiral part of GW sig-
nal only, and the weak lensing uncertainty is taken from
Shapiro et al. (2010). The prior p0(w) was assumed to
be uniform U [−0.3 : 0.3] with an exponential decay at
the boundaries. Such interval is consistent with cur-
rent 2σ (95% confidence level) constraints on w (w =
−0.12 ± 0.27, Komatsu et al. 2010), obtained by cross
correlating seven-year WMAP data with priors com-
ing from independent measurements of H0 and barionic
acoustic oscillations (see Komatsu et al. 2010, and refer-
ences therein for full details), under our same assumption
for the dark energy equation of state, ω = −1−w, where
w is a constant. Such range is reduced by a factor of
almost three (w = −0.02± 0.1) when type Ia supernovae
data (Riess et al. 1998) are included. Here we show that
GWmeasurements offer a competitive alternative to type
Ia supernovae, placing an independent constraint on the
dark energy equation of state.
We find that in almost all cases we improve the con-

straints on w, in other words, the posterior distribution
is narrower than the prior. Few events at low redshift
usually play a major role in the final result. One typi-
cal realization is plotted in the top panel figure 5. We
split the contribution to the posterior distribution P (w)
in redshift bands: z ∈ [0 : 1] (second plot from the left),
[1 : 2] (third plot), [2 : 3] (fourth plot). Their relative
contribution and the resulting posterior (black) is given
in the leftmost plot. In this example the final poste-
rior probability is almost completely determined by few
events at low redshift. The second realization, shown
in the lower panels of figure 5, demonstrates how low
redshift contributions could give inconclusive results. In
this particular case, there are two maxima with prefer-
ence given to the wrong one. The contribution from high
redshift events could change this ratio as it is shown in
this example. In many cases the mergers above redshift
z = 1 can constrain w only to a 0.1-0.15 accuracy, but
they almost always add up coherently giving a maximum
at the right value (w = 0). This usually helps in case the
low redshift events return a multimodal P (w), and is, in
turn, the power of our statistical method.
We characterize the results of each setup (100 or 20

realizations) using the figures of merit shown in figures 6
and 7. The first one (figure 6) is obtained by adding the
posterior distributions P (w) of all the realizations. We
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Fig. 5.— Posterior distribution for w for two particular realiza-
tions (top and bottom row). In each row, the left plot shows the
full posterior from all GW events (black curve) as well as contribu-
tions from different redshift bands. The three right plots show the
individual contribution for the three redshift ranges, as labelled in
the panels.

fit the resulting curve with a Gaussian, characterizing
the result using its mean w0 and standard deviation σw.
The second figure of merit (figure 7) shows the result
of Gaussian fits performed on each individual realization
(vertical index i): the mean w0(i) is shown as a circle
and the standard deviation σw(i) is the error bar. The
first figure of merit gives collective information, showing
how well, on average, an individual realization can be
approximated by a Gaussian fit, while the second figure
of merit shows the dispersion of the posterior distribution
across the individual realizations.
The fiducial case, featuring 100 realizations, is shown

in panel (a) of both figures 6 and 7. The parameters
of the global fitting Gaussian mean are w0 = 0.0008 and
σw = 0.036, corresponding to a factor of four improve-
ment in the estimation of w with respect to our standard
2σ [−0.3 : 0.3] prior. However the distribution has clearly
some outliers, recognizable as non-Gaussian tails in fig-
ure 6 and pinned down in figure 7. For the fiducial case,
84% of the realizations have a mean value close to the
true one, i.e. |w0(i)−wtrue| < 0.1 with an appreciable re-
duction of the prior range, i.e. σw(i) < 0.15 (i = 1, .., 100
is the realization index). Moreover, most of the outliers
can be corrected as we will explain in Section 5.6.

5.2. Removing “electromagnetic counterparts”

Our goal is to demonstrate that we are able to con-
strain the dark energy equation of state without directly
observing electromagnetic counterparts. However, for
some of the low redshift events, the error box is so small
that only one or two galaxies fall within it. Having one
or two galaxies in the error box essentially implies an
electromagnetic identification of the host, so we decided
to re-analyze the fiducial case removing all such fortu-
nate events (usually 0-2 in each realization). The fiducial
case without clearly identifiable hosts is presented in the
panel (b) of figure 6. Clearly, our results remain almost
unchanged, the posterior distribution is slightly wider
(larger sigma) and non-Gaussianity is more pronounced.

5.3. Choice of the prior for w

Petiteau, Babak, Sesana: 2011
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AIGO or LIGO-Virgo-LCGT network, we expect 3/4 of
this rate. If SHB collimation can be assumed, the rate
is further augmented by a factor of 1.12. At this rate,
we find that one year of observation should be enough
to measure H0 to an accuracy of ∼ 1% if SHBs are dom-
inated by beamed NS-BH binaries using the “full” net-
work of LIGO, Virgo, AIGO, and LCGT—admittedly,
our most optimistic scenario. A general trend we see is
a network of five detectors (as opposed to our baseline
LIGO-Virgo network of three detectors) increases mea-
surement accuracy in H0 by a factor of one and a half;
assuming that the SHB progenitor is a NS-BH binary
improves measurement accuracies by a factor of four or
greater. Errors in H0 are seen to improve by a factor of
at least two when we assume SHB collimation.

Aside from exploring the cosmological consequences of
these results, several other issues merit careful future
analysis. One general result we found is the importance
that prior distributions have on our final posterior PDF.
We plan to examine this in some detail, checking which
parameters particularly influence our final result, and as-
certaining what uncertainties can be ascribed to our in-
ability to set priors on these parameters. It may be pos-
sible to mitigate the influence of the DL–cos ι degeneracy
by setting a distance prior that requires our inferred dis-
tance to be consistent with the SHB’s observed redshift.

Another important issue is that of systematic errors
in binary modeling. We have used the second-post-
Newtonian description of a binary’s GWs in our analy-
sis; and, we have ignored all but the leading quadrupole
harmonic of the waves (the so-called “restricted” post-
Newtonian waveform). Our suspicion is that a more
complete post-Newtonian description of the phase would
have little impact on our results, since such effects are
not likely to have an impact on the all-important DL–
cos ι degeneracy. In principle, including additional (non-
quadrupole) harmonics could have an impact on this de-
generacy, since these other harmonics encode different
information about the inclination angle ι. In practice,
we expect that they won’t have much effect on GW-SHB
measurements, since these harmonics are measured with
very low SNR (the strongest harmonic is roughly a fac-
tor of 10 smaller in amplitude than the quadrupole). It
shouldn’t be too difficult to test this, however; given how
important this degeneracy has proven to be, it could be
a worthwhile exercise.

As discussed previously, we confine our analysis to the
inspiral part of the waveform. Inspiral waves are ter-
minated at the presumed innermost stable circular or-
bit frequency, fISCO = (63/2πMz). For NS-NS binaries,
fISCO " 1600 Hz. At this frequency, detectors have fairly
poor sensitivity, and we are thus confident that termi-
nating the waves has little impact on our results for NS-
NS systems. However, for our assumed NS-BH binaries,
fISCO " 400 Hz. Detectors have rather good sensitivity
in this band, so it may be quite important to improve
our model for the waves’ termination in this case.

Perhaps the most important follow-up would be to in-
clude the impact of spin. Although the impact of neutron
star spin is likely to be small, it may not be negligible;
and, for NS-BH systems, the impact of the black hole’s
spin could be significant. Spin induces precessions in
the binary which can make the orientation of the orbit,
L̂, dynamical. That in turn makes the observed incli-
nation dynamical, which can break the DL–cos ι degen-
eracy. Van der Sluys et al. (2008) have already shown
that spin precession physics vastly improves the ability
of ground-based detectors to determine a source’s posi-
tion on the sky; we are confident that a similar analysis
which assumes sky position will find that measurements
of source distance and inclination can likewise be im-
proved.
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!  25 events: 

!  H0= 69 ± 3 km s!1 Mpc!1 (~4% at 95% confidence) 

!  50 events: 

!  H0= 69 ± 2 km s!1 Mpc!1 (~3% at 95% confidence) 

!  WMAP7+BAO+SnIa (Komatsu et al.,2011): 

!  H0= 70.2 ± 1.4 km s!1 Mpc!1 (~2% at 68% 
confidence) 

!"#$"##% &'()*+%,%-%./0&1%2(3*+41%56)7%#89#:%;8##%% #<%

Hubble Constant from Advanced Detectors
without EM counterparts

Del Pozzo, 2011
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ET: Measuring Dark Energy and Dark Matter

Class. Quantum Grav. 27 (2010) 215006 B S Sathyaprakash et al
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Figure 3. Scatter plot of the retrieved values for (!", w), with 1-σ , 2-σ and 3-σ contours, in the
case where weak lensing is not corrected.

In addition to H0 if !" is also known (or, equivalently, if !M + !" = 1), then one can
estimate the pair (!M, w) more accurately, with 1-σ errors in !M and w of 9.4% and 7.6%
(with weak lensing) and 8.1% and 6.6% (with lensing errors corrected). Finally, if w is the
only parameter unknown, it can be measured to an even greater accuracy with 1-σ errors of
1.4% (with weak lensing) and 1.1% (with lensing errors corrected)4.

3.3. Effect of unknown orientation and polarization

In the previous section our study neglected the effect of different inclinations of the orbit to
the line of sight. Varying the inclination has two distinct effects. On the one hand, as noted
in [7], due to the strong correlation between the luminosity distance and the inclination, the
estimation of the luminosity distance could get corrupted. On the other hand, binaries that
are not face-on are, in general, elliptically polarized and have a non-zero polarization angle.
Since the polarization angle is correlated with the luminosity distance, there could be further
degradation in the estimation of the luminosity distance.

In this section we relax the condition that the inclination of the orbit is precisely known.
However, we will restrict the inclination of the binary’s angular momentum with the line of
sight to be within 20◦. We will also assume that the radiation is described by an arbitrary
polarization angle. Since the sky position is still assumed to be known, this gives us a 7 × 7
covariance matrix with a revised estimate for the error in the luminosity distance. As before, we
construct catalogues of binary coalescence events but with the luminosity distance now drawn
from a Gaussian distribution with revised widths. We fit each catalogue to a cosmological
model and then repeat the exercise 5190 times to estimate the accuracy with which the various
cosmological parameters can be measured.

As expected, the parameter measurements get worse if we assume two or more parameters
to be unknown. For instance, errors in the estimation of !M, !" and w are, respectively,

4 At this point we note that in contemporary cosmology, w is determined mainly through SNIa observations using
CMB data as prior to ‘fix’ the other parameters. The CMB constraint on w is extremely weak. If one were to use
CMB results as a prior for GW measurements, one would obtain an independent measurement of w. We stress once
again that, unlike supernovae, GW standard sirens do not need any external calibration. A detailed discussion will be
presented in forthcoming work [23].

7

ET will observe 100’s of binary neutron stars and GRB 
associations each year
GRBs could give the host location and red-shift, GW 
observation provides DL
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Measuring w and its variation with z

FIG. 5: In the ideal case and the uniform distribution, the 2-d uncertainties configures.
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I. INTRODUCTION

In the past decade, various observations, including SNIa, CMB, LSS as well as the BAO and WL all suggest that
the present Universe is accelerating expansion, which needs a kind of mysterious dark energy with negative equation-
of-state. Understanding the physical character of dark energy is one of the main tasks in the modern cosmology. In
order to differentiate various dark energy models, the key is that how well we can determine the EOS of dark energy
and its evolution.

In the present day, the main methods to determine the EOS of dark energy is by observing the SNIa, CMB and
BAO, and so on. The detection ability of these methods will be much improved in the near future. However, we
also notice that all these methods are all based on the observations of various electromagnetic waves. In addition to
these electromagnetic methods, the observation of gravitational waves provides a new technique to realize this aim,
where the gravitational wave sources can be considered as a standard sirens. Many authors have discussed that the
observation of supermassive binary blackhole by the LISA project provides a sensitive tool to constrain the dark energy
component. However, the disadvantage is that the number of sources is too short, so some unknown systematics may
strongly affect the finial results.

In this paper, we will consider the gamma-bursts as the gravitational wave sources, which can be well observed by
the future Einstein telescope to fairly high redshift (z ∼ 2). Observing this kind of standard sirens provides a new
tool to measure evolution of cosmic expansion in at the redshift range up to z ∼ 2, where dark energy component is
just make a role for the cosmic expansion.

..................................................

II. GRAVITATIONAL WAVE SOURCES AS A KIND OF STANDARD SIRENS

A. The expanding Universe and the dark energy

Let us consider a homogeneous and isotropic Universe, which is described by the Robertson-Walker matric:

ds2 = −dt2 + a2(t)

{

dr2

1 − kr2
+ r2dθ2 + r2 sin2 θdφ2

}

, (1)

where t is the cosmic time, (r, θ, φ) are the comoving spatial coordinates. The parameter k = 0, 1,−1 describes the
flat, close and open universe, separately. The evolution of the scale factor a(t) depends on various components in the
Universe. Within the general relativity, the expression of the equations for the expansion are

(

ȧ

a

)2

≡ H2 =
8πGρtot

3
−

k

a2
,

ä

a
= −

4πG

3
(ρtot + 3ptot), (2)

where ρtot and ptot are the total energy densities and pressures in the Universe. Since in the paper we are only interested
in the late stage of the Universe, when the radiation component is ignorable, we only consider the components including
baryon, dark matter and dark energy. The baryon and dark matter are all non-relativistic, i.e. the pressure are all
zero. The equation-of-state (EOS) of the dark energy component w dominates the evolution of recent expansion of
the Universe, which should be determined by the observations. In this paper, we shall adopt a phenomenological form
as a function of redshift z:

w(z) ≡ pde/ρde = w0 + waz/(1 + z). (3)

This form has been adopted by many authors, including the DETF (dark energy task force) group [5]. In the present
day with z = 0, we have w = w0. However in the early Universe with z $ 1, the EOS becomes w = w0 + wa. So in
this form w0 corresponds to the present EOS, and wa describes the evolution of w(z).

The evolution of dark energy is determined by the equation

ρ̇de + 3H(ρde + pde) = 0, (4)

By using the EOS of dark energy in (3), we obtain that

ρde = ρde0 × E(z), (5)

where ρde0 is the value of ρde at z = 0, and

E(z) ≡ (1 + z)3(1+w0+wa)e−3waz/(1+z). (6)

2

Baskaran, Van Den Broeck, Zhao, Li, 2011
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Measure redshift from gravitational wave observations alone
Use a population of sources to statistically infer cosmological 
parameters
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Messenger-Read Method:
Make use of the post-Newtonian Tidal Term

2

pling contribution to the GW waveform breaks the degener-
acy present in post-Newtonian (PN) waveforms between the
mass parameters and the redshift. This will then allow the
measurement of the binary rest-frame masses, the luminos-
ity distance and redshift simultaneously for individual BNS
events. We base our work on the assumption that the de-
tections of BNS and black-hole—neutron star (BHNS) co-
alescences made using both the advanced detectors and ET
(specifically the nearby high SNR signals) would tightly con-
strain the universal NS core equation of state (EOS) [17–20].
Once the EOS is known, the tidal effects are completely deter-
mined by the component rest-frame masses of the system. Ex-
ploitation of these effects would then remove the requirement
for coincident EM observations (so-called “multi-messenger”
astronomy) to obtain redshift information. In using GRB
counterparts for example, host galaxy identification [21] can
sometimes be unreliable, and we also require that the emis-
sion cone from the GRB is coincident with our line of sight.
Current estimates of the half-opening angles of GRBs lie in
the range 8–30◦ [22, 23], which coupled with the fact that
only some short-hard GRBs have measured redshifts imply
that only a small fraction (∼10−3) of BNS events will be use-
ful as standard sirens. Removing the necessity for coincident
EM observations will allow all of the O(103–107) BNS events
seen with ET to be assigned a redshift measure independent
of sky position. Each of these detected events provides a mea-
sure of the luminosity distance–redshift relation ranging out
to redshift z ≈ 4. With so many potential sources the ob-
served distribution of effective distance (the actual luminosity
distance multiplied by a geometric factor accounting for the
orientation of the binary relative to the detector) within given
redshift intervals will allow the accurate determination of ac-
tual luminosity distance and consequently of cosmological pa-
rameters including those governing the dark energy equation
of state. Such a scenario significantly increases the potential
for 3rd generation GW detectors to perform precision cosmol-
ogy with GW observations alone.

In our analysis we use a Fisher matrix approach applied to
a PN frequency domain waveform to estimate the accuracy
to which the redshift can be measured. We also assume non-
spinning component masses and treat the waveform as valid
up to the innermost-stable-circular orbit (ISCO) frequency,
the implications of which are discussed later in the text.

The signal model—We follow the approach of [24, 25] in
our determination of the uncertainties in our inspiral wave-
form parameters. We use as our signal model the frequency
domain stationary phase approximation [26] to the waveform
of a non-spinning BNS inspiral,

h̃( f ) =

�
5

24
π−2/3Q(ϕ)

M5/6

r
f −7/6e−iΨ( f ), (1)

where we are using the convention c = G = 1. We define
the total rest mass M = m1 + m2 and the symmetric mass ra-
tio η = m1m2/M2 where m1 and m2 are the component rest
masses. The chirp mass M is defined as M = Mη3/5, r is
the proper distance to the GW source and Ψ( f ) is the GW

phase. The quantity Q(ϕ) is a factor that is determined by
the amplitude response of the GW detector and is a function
of the nuisance parameters ϕ = (θ, φ, ι,ψ) where θ and φ are
the sky position coordinates and ι and ψ are the orbital incli-
nation and GW polarization angles respectively. The standard
post-Newtonian point-particle frequency domain phase can be
written as [25, 27]

ΨPP( f ) = 2π f tc − φc −
π

4
+

3
128ηx5/2

N�

k=0

αk xk/2 (2)

where we use the post-Newtonian dimensionless parameter
x = (πM f )2/3 and the corresponding coefficients αk given
in [25]. Throughout this work we use N = 7 corresponding
to a 3.5 PN phase expansion (the highest known at the time
of publication). The parameters tc and φc are the time of co-
alescence and phase at coalescence and we use f to represent
the GW frequency in the rest frame of the source. Note that
if the signal is modeled using the point-particle phase such
that Ψ( f ) = ΨPP( f ) then the detected signal h̃( f ) is invari-
ant under the transformation ( f ,M, r, t) → ( f /ξ,Mξ, rξ, tξ)
where ξ is a Doppler-shift parameter. For BNS systems at
cosmological distances the frequency is redshifted such that
f → f /(1 + z) where z is the source’s cosmological red-
shift. Therefore, using the point-particle approximation to the
waveform one is only able to determine the “redshifted” chirp
mass Mz = (1 + z)M and the so-called luminosity distance
dL = (1 + z)r. This implies that it is not possible to disentan-
gle the mass parameters and the redshift from the waveform
alone if the proper distance is unknown.

The leading-order effects of the quadrupole tidal response
of a neutron star on post-Newtonian binary dynamics have
been determined [17, 28] using Newtonian and 1PN approxi-
mations to the tidal field. The additional phase contribution to
a GW signal from a BNS system is given by

Ψtidal( f ) =
�

a=1,2

3λa

128η

�
−24
χa

�
1 +

11η
χa

�
x5/2

M5 (3)

− 5
28χa

�
3179 − 919χa − 2286χ2

a + 260χ3
a

� x7/2

M5

�

where we sum over the contributions from each NS (indexed
by a). The parameter λ = (2/3)R5

nsk2 characterizes the
strength of the induced quadrupole given an external tidal
field, and is a function of the l = 2 tidal Love number (ap-
sidal constant) k2 for each NS [19, 29]. We have also defined
χa = ma/M. Note that the tidal contributions to the GW phase
in Eq. 3 have the frequency dependences of x5 and x6, and are
5PN and 6PN since when viewed in the context of the point-
particle post-Newtonian phase expansion (Eq. 2). However,
for NSs, their coefficients are O(Rns/M)5∼105, making them
comparable in magnitude with the 3PN and 3.5PN phasing
terms.

For a chosen universal NS EOS, the perturbation of a spher-
ically symmetric NS solution for a given NS mass determines
the NS radius Rns, Love number k2 and therefore also the

2

pling contribution to the GW waveform breaks the degener-
acy present in post-Newtonian (PN) waveforms between the
mass parameters and the redshift. This will then allow the
measurement of the binary rest-frame masses, the luminos-
ity distance and redshift simultaneously for individual BNS
events. We base our work on the assumption that the de-
tections of BNS and black-hole—neutron star (BHNS) co-
alescences made using both the advanced detectors and ET
(specifically the nearby high SNR signals) would tightly con-
strain the universal NS core equation of state (EOS) [17–20].
Once the EOS is known, the tidal effects are completely deter-
mined by the component rest-frame masses of the system. Ex-
ploitation of these effects would then remove the requirement
for coincident EM observations (so-called “multi-messenger”
astronomy) to obtain redshift information. In using GRB
counterparts for example, host galaxy identification [21] can
sometimes be unreliable, and we also require that the emis-
sion cone from the GRB is coincident with our line of sight.
Current estimates of the half-opening angles of GRBs lie in
the range 8–30◦ [22, 23], which coupled with the fact that
only some short-hard GRBs have measured redshifts imply
that only a small fraction (∼10−3) of BNS events will be use-
ful as standard sirens. Removing the necessity for coincident
EM observations will allow all of the O(103–107) BNS events
seen with ET to be assigned a redshift measure independent
of sky position. Each of these detected events provides a mea-
sure of the luminosity distance–redshift relation ranging out
to redshift z ≈ 4. With so many potential sources the ob-
served distribution of effective distance (the actual luminosity
distance multiplied by a geometric factor accounting for the
orientation of the binary relative to the detector) within given
redshift intervals will allow the accurate determination of ac-
tual luminosity distance and consequently of cosmological pa-
rameters including those governing the dark energy equation
of state. Such a scenario significantly increases the potential
for 3rd generation GW detectors to perform precision cosmol-
ogy with GW observations alone.

In our analysis we use a Fisher matrix approach applied to
a PN frequency domain waveform to estimate the accuracy
to which the redshift can be measured. We also assume non-
spinning component masses and treat the waveform as valid
up to the innermost-stable-circular orbit (ISCO) frequency,
the implications of which are discussed later in the text.

The signal model—We follow the approach of [24, 25] in
our determination of the uncertainties in our inspiral wave-
form parameters. We use as our signal model the frequency
domain stationary phase approximation [26] to the waveform
of a non-spinning BNS inspiral,
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where we are using the convention c = G = 1. We define
the total rest mass M = m1 + m2 and the symmetric mass ra-
tio η = m1m2/M2 where m1 and m2 are the component rest
masses. The chirp mass M is defined as M = Mη3/5, r is
the proper distance to the GW source and Ψ( f ) is the GW

phase. The quantity Q(ϕ) is a factor that is determined by
the amplitude response of the GW detector and is a function
of the nuisance parameters ϕ = (θ, φ, ι,ψ) where θ and φ are
the sky position coordinates and ι and ψ are the orbital incli-
nation and GW polarization angles respectively. The standard
post-Newtonian point-particle frequency domain phase can be
written as [25, 27]
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where we use the post-Newtonian dimensionless parameter
x = (πM f )2/3 and the corresponding coefficients αk given
in [25]. Throughout this work we use N = 7 corresponding
to a 3.5 PN phase expansion (the highest known at the time
of publication). The parameters tc and φc are the time of co-
alescence and phase at coalescence and we use f to represent
the GW frequency in the rest frame of the source. Note that
if the signal is modeled using the point-particle phase such
that Ψ( f ) = ΨPP( f ) then the detected signal h̃( f ) is invari-
ant under the transformation ( f ,M, r, t) → ( f /ξ,Mξ, rξ, tξ)
where ξ is a Doppler-shift parameter. For BNS systems at
cosmological distances the frequency is redshifted such that
f → f /(1 + z) where z is the source’s cosmological red-
shift. Therefore, using the point-particle approximation to the
waveform one is only able to determine the “redshifted” chirp
mass Mz = (1 + z)M and the so-called luminosity distance
dL = (1 + z)r. This implies that it is not possible to disentan-
gle the mass parameters and the redshift from the waveform
alone if the proper distance is unknown.

The leading-order effects of the quadrupole tidal response
of a neutron star on post-Newtonian binary dynamics have
been determined [17, 28] using Newtonian and 1PN approxi-
mations to the tidal field. The additional phase contribution to
a GW signal from a BNS system is given by
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where we sum over the contributions from each NS (indexed
by a). The parameter λ = (2/3)R5

nsk2 characterizes the
strength of the induced quadrupole given an external tidal
field, and is a function of the l = 2 tidal Love number (ap-
sidal constant) k2 for each NS [19, 29]. We have also defined
χa = ma/M. Note that the tidal contributions to the GW phase
in Eq. 3 have the frequency dependences of x5 and x6, and are
5PN and 6PN since when viewed in the context of the point-
particle post-Newtonian phase expansion (Eq. 2). However,
for NSs, their coefficients are O(Rns/M)5∼105, making them
comparable in magnitude with the 3PN and 3.5PN phasing
terms.

For a chosen universal NS EOS, the perturbation of a spher-
ically symmetric NS solution for a given NS mass determines
the NS radius Rns, Love number k2 and therefore also the
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surements to be made independently of the cosmological dis-
tance ladder.
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acy present in post-Newtonian (PN) waveforms between the
mass parameters and the redshift. This will then allow the
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sion cone from the GRB is coincident with our line of sight.
Current estimates of the half-opening angles of GRBs lie in
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only some short-hard GRBs have measured redshifts imply
that only a small fraction (∼10−3) of BNS events will be use-
ful as standard sirens. Removing the necessity for coincident
EM observations will allow all of the O(103–107) BNS events
seen with ET to be assigned a redshift measure independent
of sky position. Each of these detected events provides a mea-
sure of the luminosity distance–redshift relation ranging out
to redshift z ≈ 4. With so many potential sources the ob-
served distribution of effective distance (the actual luminosity
distance multiplied by a geometric factor accounting for the
orientation of the binary relative to the detector) within given
redshift intervals will allow the accurate determination of ac-
tual luminosity distance and consequently of cosmological pa-
rameters including those governing the dark energy equation
of state. Such a scenario significantly increases the potential
for 3rd generation GW detectors to perform precision cosmol-
ogy with GW observations alone.

In our analysis we use a Fisher matrix approach applied to
a PN frequency domain waveform to estimate the accuracy
to which the redshift can be measured. We also assume non-
spinning component masses and treat the waveform as valid
up to the innermost-stable-circular orbit (ISCO) frequency,
the implications of which are discussed later in the text.

The signal model—We follow the approach of [24, 25] in
our determination of the uncertainties in our inspiral wave-
form parameters. We use as our signal model the frequency
domain stationary phase approximation [26] to the waveform
of a non-spinning BNS inspiral,

h̃( f ) =

�
5

24
π−2/3Q(ϕ)

M5/6

r
f −7/6e−iΨ( f ), (1)

where we are using the convention c = G = 1. We define
the total rest mass M = m1 + m2 and the symmetric mass ra-
tio η = m1m2/M2 where m1 and m2 are the component rest
masses. The chirp mass M is defined as M = Mη3/5, r is
the proper distance to the GW source and Ψ( f ) is the GW

phase. The quantity Q(ϕ) is a factor that is determined by
the amplitude response of the GW detector and is a function
of the nuisance parameters ϕ = (θ, φ, ι,ψ) where θ and φ are
the sky position coordinates and ι and ψ are the orbital incli-
nation and GW polarization angles respectively. The standard
post-Newtonian point-particle frequency domain phase can be
written as [25, 27]

ΨPP( f ) = 2π f tc − φc −
π

4
+

3
128ηx5/2

N�

k=0

αk xk/2 (2)

where we use the post-Newtonian dimensionless parameter
x = (πM f )2/3 and the corresponding coefficients αk given
in [25]. Throughout this work we use N = 7 corresponding
to a 3.5 PN phase expansion (the highest known at the time
of publication). The parameters tc and φc are the time of co-
alescence and phase at coalescence and we use f to represent
the GW frequency in the rest frame of the source. Note that
if the signal is modeled using the point-particle phase such
that Ψ( f ) = ΨPP( f ) then the detected signal h̃( f ) is invari-
ant under the transformation ( f ,M, r, t) → ( f /ξ,Mξ, rξ, tξ)
where ξ is a Doppler-shift parameter. For BNS systems at
cosmological distances the frequency is redshifted such that
f → f /(1 + z) where z is the source’s cosmological red-
shift. Therefore, using the point-particle approximation to the
waveform one is only able to determine the “redshifted” chirp
mass Mz = (1 + z)M and the so-called luminosity distance
dL = (1 + z)r. This implies that it is not possible to disentan-
gle the mass parameters and the redshift from the waveform
alone if the proper distance is unknown.

The leading-order effects of the quadrupole tidal response
of a neutron star on post-Newtonian binary dynamics have
been determined [17, 28] using Newtonian and 1PN approxi-
mations to the tidal field. The additional phase contribution to
a GW signal from a BNS system is given by

Ψtidal( f ) =
�

a=1,2

3λa

128η

�
−24
χa

�
1 +

11η
χa

�
x5/2

M5 (3)

− 5
28χa

�
3179 − 919χa − 2286χ2

a + 260χ3
a

� x7/2

M5

�

where we sum over the contributions from each NS (indexed
by a). The parameter λ = (2/3)R5

nsk2 characterizes the
strength of the induced quadrupole given an external tidal
field, and is a function of the l = 2 tidal Love number (ap-
sidal constant) k2 for each NS [19, 29]. We have also defined
χa = ma/M. Note that the tidal contributions to the GW phase
in Eq. 3 have the frequency dependences of x5 and x6, and are
5PN and 6PN since when viewed in the context of the point-
particle post-Newtonian phase expansion (Eq. 2). However,
for NSs, their coefficients are O(Rns/M)5∼105, making them
comparable in magnitude with the 3PN and 3.5PN phasing
terms.

For a chosen universal NS EOS, the perturbation of a spher-
ically symmetric NS solution for a given NS mass determines
the NS radius Rns, Love number k2 and therefore also the

29
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FIG. 1. The fractional uncertainties in the redshift as a function of
redshift obtained from the Fisher matrix analysis for BNS systems
using 3 representative EOSs, APR [40], SLY [41] and MS1 [42]. In
all cases the component NSs have rest masses of 1.4M⊙ and wave-
forms have a cut-off frequency equal to the ISCO frequency (as de-
fined in the BNS rest-frame). We have used a cosmological param-
eter set H0 = 70.5 kms−1Mpc−1, Ωm = 0.2736, Ωk = 0,w0 = −1
to compute the luminosity distance for given redshifts and have as-
sumed detector noise corresponding to the ET-D [16, 39] design (a
frequency domain analytic fit to the noise floor can be found in [43]).

incide with z∼10 but this effect is diluted at higher redshifts
due to a reduction in SNR as the lower frequency part of the
signal moves out of band.

Discussion—The analysis presented here is a proof of prin-
ciple and is based on a number of assumptions and simplifi-
cations which we would like to briefly discuss and in some
cases reiterate. It is likely that by the 3rd generation GW de-
tector era our knowledge of the tidal response in BNS systems
will have significantly advanced through improved NR simu-
lations [44]. Current NR simulations have already shown that
modelling these tidal phase corrections using a PN formal-
ism, while qualitatively accurate, significantly underestimate

the tidal phase contribution [34–36]. In addition these same
studies suggest that it is possible to accurately model tidal ef-
fects up to the merger phase. Therefore we feel that our use
of the ISCO as the upper cut-off frequency of the PN wave-
forms is a well justified choice for this first estimate. We have
also neglected the effects of spin in our investigation which
we expect to contribute to the PN phase approximation at the
level of ∼0.3% [17]. This does not preclude the possibility
that marginalizing over uncertainties in spin parameters may
weaken our ability to determine the redshift. This seems un-
likely given the small expected spins in these systems, as well
as the difference inscalings between the spin terms and the

tidal terms, x
−1/2 and x

5/2 respectively, causing the tidal ef-
fects to dominate over spin in the final stage of the inspiral.
We also note that the Fisher information estimate of parame-
ter uncertainty is valid in the limit of SNR � 10 [38] and under
the assumption of Gaussian noise. As such, the results at low
SNR, and therefore those at high z, should be treated as lower
limits via the Cramer-Rao bound, on the redshift uncertainty.
We also mention here that since the tidal phase corrections
are, at leading order, formally of 5th PN order we have uncer-
tainty in the effect of the missing PN expansion terms in the
BNS waveform between the 3.5PN and 5PN terms. It is com-
forting to note that as the PN order is increased our results
on the redshift uncertainty do converge to the point of <1%
difference in accuracy between the 3 and 3.5PN terms imply-
ing (through extrapolation) that the missing PN terms (as yet
not calculated) would not effect our results. Future detailed
analysis following this work will complement Fisher based
estimates with Monte-Carlo simulations and/or Bayesian pos-
terior based parameter estimation techniques. Similarly, the
signal parameter space should be more extensively explored
beyond the canonical 1.4M⊙, equal mass case. In addition,
future work will also include BHNS systems which will also
contain, encoded within their waveforms, extractable redshift
information. Such systems are observable out to potentially
higher redshift although tidal effects will become less impor-
tant as the mass ratio increases [18? ]. Finally, we briefly
mention that GW detector calibration uncertainties in strain
amplitude (which for 1st generation detectors were typically
<10%) will only effect the determination of the luminosity
distance. Calibration uncertainties in timing typically amount
to phase errors of <1◦ and would be negligible in the determi-
nation of the redshift. Similarly, the effects of weak lensing
that would only affect the luminosity distance measurement
have been shown to be negligible for ET sources [4].

Conclusions—Current estimates on the formation rate of
BNS systems imply that in the 3rd generation GW detector
era there is the potential for up to ∼107 observed events per
year out to redshift z ≈ 4 [16]. The results presented here
suggest that redshift measurements at the level of ∼10% ac-
curacy can be achieved for each BNS event solely from the
GW observation. Such systems have long been known as GW
standard sirens [1], meaning that the luminosity distance can
be extracted from the waveform with accuracy determined by
the SNR coupled with the ability with which one is able to
infer the geometric orientation of the source. Using a large
number of sources all sharing the same redshift, the luminos-
ity distance (free of the orientation parameters) can be de-
termined statistically from the distribution of observed am-
plitudes. With the ability to extract both the luminosity dis-
tance and the redshift out to such cosmological distances and
from so many sources the precision with which one could then
determine the luminosity distance–redshift relation is signifi-
cantly enhanced. Current proposed methods for making cos-
mological inferences using GW standard sirens [3, 5, 45] rely
on coincident EM counterpart signals from their progenitors
in order to obtain the redshift. Our method would allow mea-
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Inspiralling compact binaries as standard sirens will become an invaluable tool for cosmology when we
enter the gravitational-wave detection era. However, a degeneracy in the information carried by gravitational
waves between the total rest-frame mass M and the redshift z of the source implies that neither can be directly
extracted from the signal, but only the combination M(1 + z), the redshifted mass. Recent work has shown
that for 3rd generation detectors, a tidal correction to the gravitational-wave phase in the late-inspiral signal of
binary neutron star systems could be used to break the mass-redshift degeneracy. We propose here to use the
signature encoded in the post-merger signal allowing the accurate extraction of the intrinsic rest-frame mass
of the source, in turn permitting the determination of source redshift and luminosity distance. The entirety of
this analysis method and any subsequent cosmological inference derived from it would be obtained solely from
gravitational-wave observations and hence be independent of the cosmological distance ladder. Using numerical
simulations of binary neutron star mergers of different mass, we model gravitational- wave signals at different
redshifts and use Bayesian parameter estimation to determine the accuracy with which the redshift and mass can
be extracted. We find that the Einstein Telescope can determine the source redshift to ∼ 10–20% at redshifts of
z < 0.04.

I. INTRODUCTION

The prospects for gravitational-wave (GW) astronomy in
the era of advanced detectors are promising, with several de-
tections expected before the end of the decade when Ad-
vanced LIGO [1], Advanced Virgo [2] and KAGRA [3] be-
come fully operational. Among the sources of GWs expected
to be detected are the inspiral and coalescence of binary neu-
tron stars (BNSs), neutron star-black hole binaries, and binary
black holes. Population models suggest that the detection rate
of compact binary coalescences for BNSs will be ∼ 10 yr−1,
when Advanced LIGO [4] reaches its design sensitivity. The
results presented in this paper concern GW detections made
with 3rd generation detectors such as the Einstein Telescope
(ET) [5] which is expected to have detection rates ∼ 3 orders
of magnitude greater than advanced detectors for compact bi-
nary systems.

The inspiral of compact binary systems are also known as
standard sirens [6], as their luminosity distance can be ex-
tracted from GW observations alone, without the need for any
detailed modelling of the source, or of the properties of the
media along the GW path. This is because the observed ampli-
tude of GWs during the inspiral phase reaches the detector es-
sentially unaltered and depends on a small number of parame-
ters, which can all be measured using a network of GW detec-
tors. These parameters include the total gravitational mass and
mass ratio of the system, the spins of the compact objects, the
orientation of the binary’s orbital plane with respect to the line
of sight, the source’s position on the sky and the luminosity
distance to the source. GW observations can very accurately
measure the signal’s phase evolution, which depends only on
the total mass and mass ratio of a binary. Simultaneously,

a network of detectors can determine the sky position, GW
polarisation angle, orbital inclination and the distance to the
binary. The observed total mass, however, is not the system’s
intrinsic mass M (i.e., mass as measured in the rest frame of
the source) but the redshifted mass Mz ≡ M(1 + z). This is
known as the mass-redshift degeneracy.

The mass-redshift degeneracy is detrimental to the applica-
tion of GW observations for cosmological inference. The re-
lationship of the source’s luminosity distance to its redshift on
cosmological scales is precisely that which allows us to probe
the parameters governing a cosmological model. Breaking the
mass-redshift degeneracy requires an electromagnetic identi-
fication to tie the source to its host galaxy and thereby extract
the source’s redshift. It was thought, until recently, that there
is no way to infer the source’s redshift from GW observations
alone.

To use of GW observations to extract information that is
necessary for cosmography [e.g., estimation of the Hubble
parameter and the dark energy equation of state (EOS)] and
astrophysics [e.g., measurement of the masses and radii of
neutron stars (NSs) and the EOS of matter at supranuclear
densities], requires precision measurements of both the lumi-
nosity distance and intrinsic mass of the source. The mass-
redshift degeneracy forces reliance on electromagnetic identi-
fication of host galaxies [7–12], which may be possible only
very rarely. For example, using gamma-ray bursts or the
predicted electromagnetic afterglows of NS mergers [13] for
identification of the host galaxy greatly reduces the avail-
able signal population for cosmography and could potentially
lead to observational bias. For gamma-ray bursts this is be-
cause the emission is believed to be strongly beamed along
a jet [14–16], while GW emission is expected to be approx-
imately isotropic (quadrupolar) and hence only a small frac-
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FIG. 4. The joint posterior distributions on the redshift and total gravitational mass of the BNS system for single representative realisations of
noise and system parameters. Each row of plots represents a simulated signal of one of the five system masses (see Table I) ranging from low
(bottom row) to high (top row) mass. Columns represent different simulated redshifts ranging from 0.01 (left) to 0.04 (right) in steps of 0.01.
The green, blue and red contours represent the posterior contributions from the inspiral measurement, the first HMNS spectral feature and the
second HMNS spectral feature respectively. The black contours represent the final posterior distribution combining all measurements and the
black dots indicate the true simulated redshift and total mass values. In all cases the contours enclose 68% of the probability. Overlapping
regions have been filled according to the additive colour system with the exception that regions outside all contours and the full interior of the
final posterior contour have been left blank for clarity.

ACKNOWLEDGEMENTS

We would like to acknowledge the useful discussions with
our colleagues from the LIGO Virgo Collaboration and CM,
SG and BSS especially thank C. Ott, J. Read and J. Veitch.
CM and BSS were funded by the Science and Technol-
ogy Facilities Council (STFC) Grant No. ST/J000345/1 and

SG is partially supported by NSF grants PHY-1151197 and
1068881. This work was supported in part by the DFG grant
SFB/Transregio 7 and by “CompStar”, a Research Network-
ing Programme of the European Science Foundation. The
simulations were performed on SuperMUC at LRZ-Munich,
on Datura at AEI-Potsdam and on LOEWE at CSC-Frankfurt.

9

FIG. 4. The joint posterior distributions on the redshift and total gravitational mass of the BNS system for single representative realisations of
noise and system parameters. Each row of plots represents a simulated signal of one of the five system masses (see Table I) ranging from low
(bottom row) to high (top row) mass. Columns represent different simulated redshifts ranging from 0.01 (left) to 0.04 (right) in steps of 0.01.
The green, blue and red contours represent the posterior contributions from the inspiral measurement, the first HMNS spectral feature and the
second HMNS spectral feature respectively. The black contours represent the final posterior distribution combining all measurements and the
black dots indicate the true simulated redshift and total mass values. In all cases the contours enclose 68% of the probability. Overlapping
regions have been filled according to the additive colour system with the exception that regions outside all contours and the full interior of the
final posterior contour have been left blank for clarity.

ACKNOWLEDGEMENTS

We would like to acknowledge the useful discussions with
our colleagues from the LIGO Virgo Collaboration and CM,
SG and BSS especially thank C. Ott, J. Read and J. Veitch.
CM and BSS were funded by the Science and Technol-
ogy Facilities Council (STFC) Grant No. ST/J000345/1 and

SG is partially supported by NSF grants PHY-1151197 and
1068881. This work was supported in part by the DFG grant
SFB/Transregio 7 and by “CompStar”, a Research Network-
ing Programme of the European Science Foundation. The
simulations were performed on SuperMUC at LRZ-Munich,
on Datura at AEI-Potsdam and on LOEWE at CSC-Frankfurt.

9

FIG. 4. The joint posterior distributions on the redshift and total gravitational mass of the BNS system for single representative realisations of
noise and system parameters. Each row of plots represents a simulated signal of one of the five system masses (see Table I) ranging from low
(bottom row) to high (top row) mass. Columns represent different simulated redshifts ranging from 0.01 (left) to 0.04 (right) in steps of 0.01.
The green, blue and red contours represent the posterior contributions from the inspiral measurement, the first HMNS spectral feature and the
second HMNS spectral feature respectively. The black contours represent the final posterior distribution combining all measurements and the
black dots indicate the true simulated redshift and total mass values. In all cases the contours enclose 68% of the probability. Overlapping
regions have been filled according to the additive colour system with the exception that regions outside all contours and the full interior of the
final posterior contour have been left blank for clarity.

ACKNOWLEDGEMENTS

We would like to acknowledge the useful discussions with
our colleagues from the LIGO Virgo Collaboration and CM,
SG and BSS especially thank C. Ott, J. Read and J. Veitch.
CM and BSS were funded by the Science and Technol-
ogy Facilities Council (STFC) Grant No. ST/J000345/1 and

SG is partially supported by NSF grants PHY-1151197 and
1068881. This work was supported in part by the DFG grant
SFB/Transregio 7 and by “CompStar”, a Research Network-
ing Programme of the European Science Foundation. The
simulations were performed on SuperMUC at LRZ-Munich,
on Datura at AEI-Potsdam and on LOEWE at CSC-Frankfurt.

9

FIG. 4. The joint posterior distributions on the redshift and total gravitational mass of the BNS system for single representative realisations of
noise and system parameters. Each row of plots represents a simulated signal of one of the five system masses (see Table I) ranging from low
(bottom row) to high (top row) mass. Columns represent different simulated redshifts ranging from 0.01 (left) to 0.04 (right) in steps of 0.01.
The green, blue and red contours represent the posterior contributions from the inspiral measurement, the first HMNS spectral feature and the
second HMNS spectral feature respectively. The black contours represent the final posterior distribution combining all measurements and the
black dots indicate the true simulated redshift and total mass values. In all cases the contours enclose 68% of the probability. Overlapping
regions have been filled according to the additive colour system with the exception that regions outside all contours and the full interior of the
final posterior contour have been left blank for clarity.

ACKNOWLEDGEMENTS

We would like to acknowledge the useful discussions with
our colleagues from the LIGO Virgo Collaboration and CM,
SG and BSS especially thank C. Ott, J. Read and J. Veitch.
CM and BSS were funded by the Science and Technol-
ogy Facilities Council (STFC) Grant No. ST/J000345/1 and

SG is partially supported by NSF grants PHY-1151197 and
1068881. This work was supported in part by the DFG grant
SFB/Transregio 7 and by “CompStar”, a Research Network-
ing Programme of the European Science Foundation. The
simulations were performed on SuperMUC at LRZ-Munich,
on Datura at AEI-Potsdam and on LOEWE at CSC-Frankfurt.

Friday, 23 May 2014



ar
X

iv
:1

10
8.

51
61

v2
  [

gr
-q

c]
  3

0 
Ja

n 
20

12

Hubble without the Hubble:
Cosmology using advanced gravitational-wave detectors alone
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We investigate a novel approach to measuring the Hubble constant using gravitational-wave (GW)
signals from compact binaries by exploiting the narrowness of the distribution of masses of the
underlying neutron-star population. Gravitational-wave observations with a network of detectors
will permit a direct, independent measurement of the distance to the source systems. If the redshift
of the source is known, these inspiraling double-neutron-star binary systems can be used as standard
sirens to extract cosmological information. Unfortunately, the redshift and the system chirp mass
are degenerate in GW observations. Thus, most previous work has assumed that the source redshift
is obtained from electromagnetic counterparts. However, we investigate a novel method of using
these systems as standard sirens with GW observations alone. In this paper, we explore what we
can learn about the background cosmology and the mass distribution of neutron stars from the
set of neutron-star (NS) mergers detected by such a network. We use a Bayesian formalism to
analyze catalogs of NS-NS inspiral detections. We find that it is possible to constrain the Hubble
constant, H0, and the parameters of the NS mass function using gravitational-wave data alone,
without relying on electromagnetic counterparts. Under reasonable assumptions, we will be able to
determine H0 to ±10% using ∼100 observations, provided the Gaussian half-width of the underlying
double NS mass distribution is less than 0.04M!. The expected precision depends linearly on the
intrinsic width of the NS mass function, but has only a weak dependence on H0 near the default
parameter values. Finally, we consider what happens if, for some fraction of our data catalog, we have
an electromagnetically measured redshift. The detection, and cataloging, of these compact-object
mergers will allow precision astronomy, and provide a determination of H0 which is independent of
the local distance scale.

PACS numbers: 98.80.Es, 04.30.Tv, 04.80.Nn, 95.85.Sz

I. INTRODUCTION

The previous decade has seen several ground-based
gravitational-wave (GW) interferometers built, and
brought to their design sensitivity. The construction
of Initial LIGO, the Laser Interferometer Gravitational-
wave Observatory [1, 2], was a key step in the quest for a
direct detection of gravitational waves, which are a fun-
damental prediction of Einstein’s theory of gravity [3, 4].
The three LIGO detectors are located in the USA, with
two sited in Hanford, Washington within a common vac-
uum envelope (H1, H2 of arm-lengths 4 km and 2 km re-
spectively) and one in Livingston, Louisiana (L1 of arm-
length 4 km) [1, 2]. The 600 m arm-length GEO-600 de-
tector [5] is located near Hannover, Germany. LIGO and

∗email: staylor@ast.cam.ac.uk
†email: jgair@ast.cam.ac.uk
‡email: imandel@star.sr.bham.ac.uk

GEO-600 began science runs in 2002, and LIGO reached
its initial design sensitivity in 2005. The 3 km Virgo
interferometer [6], located at Cascina, Italy, began com-
missioning runs in 2005, and has participated in joint
searches with LIGO and GEO-600 since 2007. The 300
m arm-length TAMA-300 detector [7], located in Tokyo,
Japan had undertaken nine observation runs by 2004
to develop technologies for the proposed underground,
cryogenically-cooled, 3 km arm-length LCGT project [8].

Gravitational waves from the coalescences of compact-
object binaries [9] consisting of neutron stars (NSs) and
black holes (BHs) are among the most promising sources
for LIGO [10]. The first joint search for compact binary
coalescence signals using the LIGO S5 science run and
the Virgo VSR1 data has not resulted in direct detec-
tions, and the upper limits placed on the local NS-NS
merger rate are higher than existing astrophysical upper
limits [2]. However, construction has already begun on
the Advanced LIGO detectors [11], which are expected
to increase the horizon distance for NS-NS inspirals from
∼33 to ∼445 Mpc. This thousandfold increase in de-
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Cosmology with the lights off: Standard sirens in the Einstein Telescope era
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We explore the prospects for constraining cosmology using gravitational-wave (GW) observations
of neutron star binaries by the proposed Einstein Telescope (ET), exploiting the narrowness of the
neutron star mass function. This builds on our previous work in the context of advanced-era GW
detectors. Double neutron-star (DNS) binaries are expected to be one of the first sources detected
after “first-light” of Advanced LIGO. DNS systems are expected to be detected at a rate of a few
tens per year in the advanced era but the proposed Einstein Telescope (ET) could catalog tens, if
not hundreds, of thousands per year. Combining the measured source redshift distributions with
GW-network distance determinations will permit not only the precision measurement of background
cosmological parameters, but will provide an insight into the astrophysical properties of these DNS
systems. Of particular interest will be to probe the distribution of delay times between DNS-
binary creation and subsequent merger, as well as the evolution of the star-formation rate density
within ET’s detection horizon. Keeping H0, Ωm,0 and ΩΛ,0 fixed and investigating the precision
with which the dark-energy equation-of-state parameters could be recovered, we found that with
105 detected DNS binaries we could constrain these parameters to an accuracy similar to forecasted
constraints from future CMB+BAO+SNIa measurements. Furthermore, modeling the merger delay-
time distribution as a power-law (∝ tα) and the star-formation rate (SFR) density as a parametrized
version of the Porciani and Madau SF2 model, we find that the associated astrophysical parameters
are constrained to within ∼ 10%. All parameter precisions scaled as 1/

√
N , where N is the number

of cataloged detections. We also investigated how parameter precisions varied with the intrinsic
underlying properties of the Universe and with the distance reach of the network (which is affected,
for instance, by the low-frequency cutoff of the detector). We also consider various sources of distance
measurement errors in the third-generation era, and how these can be folded into the analysis.

PACS numbers: 98.80.Es, 04.30.Tv, 04.80.Nn, 95.85.Sz

I. INTRODUCTION

The era of advanced gravitational-wave (GW) detec-
tors is approaching quickly. The previous decade has
seen significant improvements in the sensitivity of GW
interferometers, leading to the construction and opera-
tion of two Laser Interferometer Gravitational-wave Ob-
servatory (LIGO) [1] detectors in the USA, GEO-600 in
Germany [2], Virgo in Italy [3] and TAMA-300 in Japan
[4]. The latter detector was designed as a testbed to
develop new technologies for the proposed underground,
cryogenically cooled KAGRA (formerly LCGT [5]) detec-
tor [6]. The LIGO, Virgo and GEO-600 detectors have
conducted joint searches since 2007.

The most promising source for the first detection
of gravitational waves is the inspiral and merger of a
compact-object binary consisting of neutron stars (NSs)
and/or black holes [7]. The first joint search for compact
binary coalescence signals during the LIGO S5 science
run and the Virgo VSR1 data did not result in direct de-
tections [8], nor did the “enhanced” detector search dur-
ing the LIGO S6 science run and the Virgo VSR2+3 data
[9]. Furthermore, the upper limits placed on compact-
binary coalescence rates from the latter search remain
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two to 3 orders of magnitude above existing astrophysi-
cally predicted rates. However, the LIGO detectors are
currently being upgraded to their “advanced” configu-
ration [10], due for completion in ∼ 2015, for which
the horizon distance for NS-NS inspiral detection will
be boosted to ∼ 450 Mpc, giving an almost thousandfold
gain in volume sensitivity of the detectors. The advanced
detectors are expected to detect double NS inspirals at
a rate of ∼ 40 yr−1, although this may vary by approxi-
mately 2 orders of magnitude in either direction [11].

Complementing AdLIGO will be a global network of
advanced detectors, including AdVirgo [12], KAGRA [6]
and possibly a third LIGO detector in India, LIGO-
India [13]. There are currently no prospects for a South-
ern Hemisphere GW interferometer operating in the ad-
vanced era. A global network comprising these detectors
will help turn the field from the search for the first de-
tection, into a precise astronomical tool.

The GWs emitted by a compact binary system directly
encode the redshifted masses and luminosity distance of
the system. Double NS (DNS) binary systems are com-
monly referred to as self-calibrating standard sirens be-
cause their distance is directly encoded in the waveform,
and a means of determining their redshift would mean
we could probe the cosmic distance ladder and extract
cosmological parameters [14–17]. While the phase evo-
lution of the strain signal in a single interferometer can
give precise constraints on the redshifted mass of the sys-
tem, we require a global network of detectors to constrain
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TABLE II: A reproduction of the GW-interferometer geographical-locations, and arm-bisector orientations from Schutz [43]. We
include updated IndIGO information [44].

Detector Label Longitude Latitude Orientation

LIGO Livingston, LA, USA L 90◦46′27.3′′ W 30◦33′46.4′′ N 208.0◦(WSW)

LIGO Hanford, WA, USA H 119◦24′27.6′′ W 46◦27′18.5′′ N 279.0◦(NW)

Virgo, Italy V 10◦30′16′′ E 43◦37′53′′ N 333.5◦(NNW)

KAGRA (formerly LCGT), Japan J 137◦10′48′′ E 36◦15′00′′ N 20.0◦(WNW)

LIGO-India, India I 76◦26′ E 14◦14′ N 45.0◦(NE)

where,

a =
1

16
sin (2χ)[3− cos (2β)][3− cos (2θ)] cos [2(φ+ λ)]

+
1

4
cos (2χ) sinβ[3 − cos (2θ)] sin [2(φ+ λ)]

+
1

4
sin (2χ) sin (2β) sin (2θ) cos (φ + λ)

+
1

2
cos (2χ) cosβ sin (2θ) sin (φ + λ)

+
3

4
sin (2χ) cos2 β sin2 θ,

b =cos (2χ) sinβ cos θ cos [2(φ+ λ)]

−1

4
sin (2χ)[3− cos (2β)] cos θ sin [2(φ+ λ)]

+ cos (2χ) cosβ sin θ cos (φ + λ)

−1

2
sin (2χ) sin (2β) sin θ sin (φ+ λ). (10)

As a reference, we use a network comprising three 60◦

ET-D sensitivity interferometers at the Virgo location (a
single ET), plus right-angled interferometers at the
LIGO-Livingston and LIGO-India locations. The charac-
teristic distance reach of all of the interferometers in the
network is taken as 1591 Mpc, corresponding to ET-D
sensitivity [29]. This is the sensitivity of a 10 km right-
angle interferometer. We account for the different detec-
tor arm-opening angles in the antenna pattern functions.
The network SNR given by Eq. (8) also depends on

ζ(fmax), which describes the overlap of the signal power
with the detector bandwidth [25]. The frequency at the
end of the inspiral (taken to correspond to the ISCO)
is at

fmax =
785 Hz

1 + z

(

2.8M"

M

)

, (11)

where M is the total mass of the binary system [37].
The maximum binary system mass could conceivably
be ∼ 4.2M".2 The ET horizon distance for a system

2 Both neutron stars in the binary system would need to have
masses 2σ above the distribution mean at the maximum consid-
ered µ and σ, where µNS ∈ [1.0, 1.5]M#, σNS ∈ [0, 0.3]M#.

with a total mass of ∼ 4M" is ∼ 25 Gpc [16]. In the
ΛCDM cosmology this corresponds to a redshift of ∼ 2.9,
and from Eq. (11) this gives fmax ∼ 134 Hz. Given
the ET-D noise curve [29],

√

ζ(fmax = 134Hz) ! 0.98.
Extending the redshift reach out to z ∼ 5 still gives
√

ζ(fmax= 87Hz) ! 0.96. Thus, we feel justified in
adopting ζ(fmax) # 1 for all interferometers in the en-
suing analysis.
Using these expressions we were able to numerically

estimate the probability distribution for the effective Θ,

Θeff =

√

∑

k

Θ2
k, (12)

where the sum is over all detectors in the network. We
use this Θeff distrbution to choose SNRs for each source
in the catalogue via Eq. (5) and then impose a detection
criterion. As a reference, we adopt the detection criterion
that the network SNR must be greater than 8.

III. DNS SYSTEMS

A. Neutron-star mass distribution

For a full discussion of our assumptions and model-
ing details of the NS mass distribution in DNS systems,
see our previous work [22, and references therein]. We
provide here a brief summary of the main assumptions
pertinent to the present study.
To lowest order, the GW signal depends on the two

neutron star masses through the chirp mass, M. We
assume that the distribution of individual neutron star
masses is normal, as suggested by analysis of Galactic
DNS systems [45, 46], and population synthesis studies
(see, e.g., [38, 47, 48]). For σNS $ µNS, this should
also lead to an approximately normal distribution for the
chirp mass.
We use a simple ansatz for the relationship between

the chirp mass distribution parameters and the under-
lying neutron star mass distribution. The chirp mass
distribution is modeled as normal,

M ∼ N(µc,σ
2
c ),

with mean and standard deviation

µc ≈ 2(0.25)3/5µNS, σc ≈
√
2(0.25)3/5σNS, (13)
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for local studies due to the divergence at high redshift.
The Shafieloo-Sahni-Starobinsky ansatz [69] models the
EOS evolution as a “tanh” form that ensures w = −1
at early times and w → 0 at low z. This ansatz pre-
vents the crossing of the “phantom divide” at w = −1,
desirable since phantom fluids can not be explained by a
minimally coupled scalar field [68]. The ansatz we adopt
in this work is the CPL ansatz [68, 70]

w(a) = w0 + wa(1 − a),

w(z) = w0 + wa

(

z

1 + z

)

. (22)

This ansatz was adopted by the Dark Energy Task Force
[71], and has several desirable features. It depends on
only two free parameters, it reduces to the linear model
at low z, and it is well behaved at high redshift, tending
to w0 + wa. Using this EOS

ΩΛ(z) = ΩΛ,0 × (1 + z)3(1+w0+wa) × e−3wa( z
1+z ). (23)

For different global geometries of the Universe the lu-
minosity distance, DL, is given by,

DL(z|C) = (1 + z)× F(z|C),

where,

F(z|C) =



















DH√
Ωk,0

sinh
(

√

Ωk,0
Dc(z|C)

DH

)

, Ωk,0 > 0,

Dc(z|C), Ωk,0 = 0,
DH√
|Ωk,0|

sin
(

√

|Ωk,0|Dc(z|C)
DH

)

, Ωk,0 < 0,

(24)
in which DH is the Hubble scale (c/H0) and
C={H0,Ωm,0,ΩΛ,0,Ωk,0, w0, wa} is the set of cosmologi-
cal parameters describing the large scale characteristics
of the universe.
The comoving radial distance, Dc(z), is given by,

Dc(z) = DH

∫ z

0

dz′

E(z′)
, (25)

where E(z) is given by Eq. (17). The redshift derivative
of the comoving volume is given generally by

dVc

dz
= 4πDH

DL(z)2

(1 + z)2E(z)
. (26)

V. MAKING & ANALYSING DNS
CATALOGUES

We refer the reader to our previous study [22] for full
details of our calculation, but we summarise the main
details here.

A. Distribution of detectable DNS systems

The two system properties we will use in our analysis
are the redshifted chirp mass, Mz, and the luminosity
distance, DL. We assume that only systems with an SNR
greater than a given threshold will be detected. We can
write down the distribution of the number of events per
unit time in the observer’s frame with M, z and effective
Θ [25, 38],

d4N

dtdΘdzdM =
dVc

dz

ṅ(z)

(1 + z)
P(M)PΘ(Θ). (27)

The 1/(1 + z) factor accounts for the redshifting of the
merger rate [38].
Converting this to a distribution inMz, DL and ρ, and

integrating over ρ to find the distribution of detectable
systems (i.e., systems above SNR threshold) gives

d3N

dtdDLdMz

∣

∣

∣

∣

ρ>ρ0

=
dz

dDL

dVc

dz

ṅ(z)

(1 + z)2
× P

(

Mz

1 + z

∣

∣

∣

∣

DL

)

× CΘ

[

ρ0
8

DL

r0

(

1.2M#

Mz

)5/6
]

,

(28)

where the form of (dz/dDL) will depend on the curvature
of the Universe (see Eq. (24)).
To calculate the number of detected systems (given

a set of model parameters, −→µ ) we integrate over this
distribution, which is equivalent to integrating the dis-
tribution over redshift and chirp mass, i.e. Nµ = T ×
∫∞
0

∫∞
0

(

d3N
dtdzdM

)

dzdM, where T is the duration of the

observation run.4

B. Creating mock catalogues of DNS binary
inspiraling systems

The model parameter space we investigate is the 7D
space of [w0, wa, µNS,σNS,α,β1,β2]. To generate a cata-
logue of events, we choose a set of reference parameters,
motivated by previous analysis in the literature. For our
reference cosmology, we adopt H0 = 70.4 kms−1Mpc−1,
Ωm,0 = 0.2726, ΩΛ,0 = 0.728, w0 = −1.0 and wa = 0.0
[72]. The reference parameters of the neutron star mass
distribution are µNS = 1.35M# and σNS = 0.06M# [45].
We have previously discussed the delay-time distribution
and SFR density in Sec. III B. We adopt a power-law
merger-delay distribution with reference power-law index

4 We found that, for the purposes of the calculation, assuming the
NS mass distribution was a δ-function, centred at the mean given
by the trial parameters, allowed at least a ten-fold speed-up in
the calculation. See Appendix B for further details.
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Measuring dark energy EoS and its 
variation with redshift
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FIG. 3: Marginalised 2D posterior distributions for the reference catalogue of 4500 detections. Only those 2D distributions showing
correlations between parameters are shown. The reference parameters are µNS = 1.35M!, σNS = 0.06M!, w0 = −1, wa = 0, α = −1
and β1 = β2 = 3.4.
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FIG. 4: Marginalised 1D posterior distributions for the reference catalogue of 4500 detections. Dotted lines indicate the boundaries of
the 95% and 68% confidence intervals. The reference parameters are µNS = 1.35M!, σNS = 0.06M!, w0 = −1, wa = 0, α = −1 and
β1 = 3.4.

D. Including and accounting for errors

Distance measurements from a third-generation GW-
interferometer network will not be error-free. Whilst a
network consisting of a single ET plus one other right-
angle interferometer can place constraints on a source’s
sky-location and luminosity distance, the precisions of
these properties are improved to almost the 3-ET net-
work level by the inclusion of a second additional right-
angle interferometer [36]. The redshifted chirp mass is
expected to be very well constrained (! 0.5% error [40]),

and so we ignore measurement errors in this parameter.
We assume the error in the luminosity distance arising
from instrumental noise scales as ∼ 1/ρ, and include the
effects of weak-lensing as a further source of error. The
weak-lensing error on luminosity distance measurements
at z ∼ 1 is approximately 5%, and we linearly extrapo-
late this to all other redshifts [16, 17, 79, 80]. Whilst sev-
eral techniques have been proposed to reduce this weak-
lensing error [e.g. 81, 82, and references therein], we
assume no correction has been done, corresponding to a
worst-case.
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Conclusions
LISA observations alone could measure 
cosmological parameters, but ...
A lot depends on the true event rate
Also, will it really be possible to correct for weak lensing
Measurement errors achieved in the end are not really 
comparable to what can be done by other means

Ground-based detectors are in a good shape 
for cosmography
A population of sources helps mitigate weak lensing
Statistical approaches work pretty well
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