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Agenda
Darin/UF: General recap of runs taken, tests performed, 

Track-Finder issues

Martin/UCLA: Summary of RAT and RPC tests, and experience with 
TMB2004 

Stan(or Jason or Jianhui)/OSU: Experience with DMB and DDU using new
CCB and with new peripheral crate software

Frank/Rice: Summary of DAQ code development and event-builder tests

Alex/Rice (also Rick?): Status of data unpacking software packages

Andrey/UF: Testbeam summary from DQM point-of-view

All: Discussion of September beam test goals at H2

Frank/Rice: Possible CSC, crate, cable layout at H2
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Web Page

Most 
documentation 
linked off here
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2004 Beam Test Goals
Base goal:

Set up pre-production system of USCMS EMU electronics and repeat 
prior tests using LHC-like 25 ns structured beam

Test new radiation tolerant clock and control timing module 
(CCB 2004), which is required before production

Additional goals:
Test CSC trigger primitive logic with RPC and CSC Anode transition 
card (so-called “RAT” transition card on TMB2004)
Use fully functional XDAQ-based run control and event builder
Use fully functional Level-1 Track-Finder system (self-triggering)
Use new DDU+DCC (so-called Front End Driver, FED, for DAQ)
Use new peripheral crate VME controller developed by OSU
Add in ME1/1 (Dubna groups)
Add an ME1/2 chamber (IHEP group)
Construct and mount an endcap RPC on ME1/2 (CERN, Korea, China)
Connect and test RPC trigger Link board to RAT (Warsaw)
Add a small block of iron absorber between to validate OSCAR/ORCA 
simulation

(As set out in April)
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Even more goals added once started
Test slow control (DCS) prototype
Test data quality monitoring (DQM) prototype
Test multiple peripheral crates 

Toward a Slice Test of the CMS Endcap Muon system, 
where one peripheral crate corresponds to one disk

Test multiple Sector Processors to one Muon Sorter 
A 1/6 trigger “data challenge” of Track-Finder crate
Tests SP↔MS communication with real tracks

Test new trigger primitive logic for anodes (ALCT) 
with ghost-busting improvements
Spatial and HV scan of the Dubna ME1/1 chamber
Unify TF and PC run control 
Add automated calls to DB to log run configuration
Offline simulation of testbeam setup
Injection of raw data into ORCA
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2004 CSC Beam Test Setup

ME 1/1

ME 1/2

ME 2/2

ME 3/2

RE1/2
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Peripheral Electronics

Peripheral Crate #1 
ME1/1+ME1/2

Peripheral Crate #2 
ME2/2+ME3/2

RPC Link board 
Crate

Two peripheral crates used only 
during 25 ns running period, 
otherwise all boards in PC#2
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Track-Finder, TTC & Trigger Electronics

Machine clock and orbit signals 
only available during 25 ns run

We used Lev’s XO for asynch period
TTC configuration

Lindsey set up sending of spill 
start/stop signals in TTC 
asynchronous mode
Lev & Mike set up synchronous TTC 
signals partway through 25 ns period

TTCmi crate
(machine interface for clock & orbit)

TTCvi crate        Level-1
Track-Finder crate
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Test Beam 2004 DAQ Configuration

Local DAQ PC

DMB/TMB
MPC
CCB

Peripheral Crate(s)

data to BigPhys

DDU
(CCB)

(FED Crate)

XDAQWIN 

CFEB

ALCT

SP
CCB

TrackFinder Crate

Run Control
VMECFEB

ALCT

CFEB

ALCT

CFEB

ALCT

Configuration commands 
distributed via XDAQ. 
Event-building in progress

“geurts1”

Raw file

ddu???.dat.bin
or
RunNum???Evs*.bin

Local DAQ PC
“acosta1”

Raw file

SP_DDU_DAQ_run????.dat
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SP DAQ
The Track-Finder DAQ FIFO fills up because of slow 
VME readout (but complete record @ start of each spill)

FIFO full

Can count 
spills in run!
~10% caught

(Run 380, muons)
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The Integrated EMU GUI

The Track-Finder GUI has 
been extended to include 
the XDAQ-based run 
control system

Controls 4 crates: 
PC#1, PC#2, TF, TTC

Is this a framework we 
should be working with for 
EMU Run Control?
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May Test Beam Schedule
Beam delivered early

Beam lost!

14 May

EMU Experts lost!
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Configuration During Asynch Period
Single peripheral crate configuration for all four 
TMB’s + DMB’s (+ DDU)
CCB2004 in FPGA mode
Scintillator-based L1A
Muon beam only 
Most runs were ALCT studies varying chamber angles 
and ALCT parameters

Early runs recorded only by Track-Finder
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ALCT Variations
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ALCT Efficiency

Accelerator pattern efficiency (straight tracks in WG) 
decreases with angle as you would expect
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ALCT Ghost Rate

Ghost rate very high if accelerator patterns and 
collision patterns both enabled without ghost 
cancellation mode (would flood MPC)
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More ALCT Studies
Several other ALCT parameters were varied and will be 
studied by REU student
For example, ALCT Patterns:

Default          “Miss4”           “Andrey” Pat A and Pat B

Goal is to achieve high efficiency, low ghost rate, and 
good discrimination between collision and accelerator 
patterns
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Trigger Validation
Can check MPC winner bits recorded by TMB in DDU 
data with that expected by MPC simulation

e.g. I wrote some code to do this check, putting LCT data on 
correct relative BX and running an MPC simulation based on 
4 chamber input:

Conclusion: only 193 mismatches in 79408 events (0.25%)
Stale LCT data bug might have affected this

Check LCTs reported by TMB in DDU data with that 
received by SR/SP, after running through MPC 
simulation

Last year had ~99.7% agreement
Still needs to be done for this year’s data

Early check found ~97% agreement
SP Track-Finding logic validation

Compare reported tracks with simulation 
Muon Sorter logic validation

Use 25 ns 
run data
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June Test Beam Schedule (25 ns)
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25 ns Structured Beam
LHC-like bunch structure 
during synchronous running

Trigger rates at X5A during 
spill

Muons: 3−10 kHz
Pions: >100 kHz

CSC readout system is 
designed for a L1A*LCT rate 
at LHC design luminosity of 
order 5 kHz

924 BX
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Sector Processor BX Distribution

BX counter blindly resets 
every time BC0 arrives

48 BX

Some random 
triggers

Run 380, muons

Many spills
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Orbit Signal Varies?
Lev’s BX counter in SP initially did not blindly reset on 
each BC0 as did all other boards. Instead, he checked if 
BC0 came when counter rolled over to BX0.

This was not always the case! Sometimes orbit is 923 or 925 BX
Seen simultaneously in two SP’s

Number of normal orbits 
between anomalous 
orbits as a function of 
time
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Configuration During 25 ns Period
Went to 2 Peripheral Crate setup

PC #1: ME1/1 + ME1/2 (with RAT)
PC #2: ME2/2 + ME3/2

TMB logic updated ⇒ New data format!
Accommodates RPC data, fixes stale data bug
Breaks RootEventDisplay?

Went to discrete logic mode on CCB (runs > 293)
No programmable L1A delay (done in CCB2001 for TF L1A)

Went to Track-Finder trigger (runs > 291)
Generally triggered on ME2/2+ME3/2
Aligned chambers in SR LUTs, but some features:

Can trigger on 1 chamber with ghost segment on second link
Accidentally had η offset in ME1

Never tried “transparent” mode of MPC 
(routing of specific MPC inputs to MPC outputs)
Sensitive to entire beam profile ⊗ CSC coverage:

Muon trigger rate increases from ~6500/spill to ~17000/spill
Pion trigger rate decreases from 240K/spill to 175K/spill 
(effect of η offset problem?)
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Track-Finder Tests
First time we tested with 
full Track-Finding logic to 
identify tracks in data
Full DAQ logging of 
inputs and outputs for 
offline comparisons

Can compare with data 
sent by Peripheral Crates 
as well as internal TF logic

L1A generation a major 
synchronization 
accomplishment for 
trigger

Data must be aligned 
spatially and temporally
Very useful for slice tests

Lit LED 
indicates 
tracks found

L1A signal 
distributed 
out of crate
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SP: ORCA vs. Hardware Check

Correlation of track η, 
∆φ between 2 stations, and track 
type agrees perfectly between 
hardware and ORCA simulation

Run 366,
Scurlock

64K events
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Time Alignment of CSC data in Track-Finder
Able to get all trigger data from multiple chambers and 
crates on same BX (at least for some runs):

Issue with 
anode timing for 
this chamber

Run 293
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Spatial Distribution in φ of Beam
380
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Difference in φ Between ME2/2 + ME3/2
380

Looks like a 
narrow core 
plus halo
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Track-Finder Crate Tests Cont’d
First test of multiple 
peripheral crates to TF 
crate

Synchronization test
Various clocking solutions 
tried to test robustness of 
optical links

MPC used QPLL 80 MHz 
clock on backplane for 25 ns 
runs?

First test of multiple 
Sector Processors to one 
Muon Sorter

Detailed offline checks of 
exchanged data should 
follow to validate boards

SP1 SP2MS
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System Issues
Integration of DCS with Run Control system

Both systems tested are incompatible with each other
Eventually a common framework is needed

Synchronization
Still more of an art than a science

For example, if I change the ALCT delay, LCT data moves 
on trigger path but is lost on DAQ path!

Eventually need a system-wide understanding and agreement 
on how this is done

BX counters: does software keep tracks of offsets, or does 
firmware synch-in so that BC0 means the 0th BX on each 
board?
Can procedure be automated?
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System Issues (Cont’d)
DAQ data integrity

The problems we have in unpacking software reflect that we 
sometimes have unexpected (corrupted) event data
Rate dependent, but still observed at low rates
Is this a feature of our DAQ?
Eventually should have ways to monitor these problems
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Beam Test @ H2
Fall beam test offers a chance to correct some 
problems we had with May/June tests, and re-run
Should be careful not to re-do too much, or 1 week may 
not be enough time to get everything working
Should be careful not to get too distracted with HCAL 
synchronization

I think two separate subsystems, triggered by TF, and 
separately logging data is achievable 

We do it already between PC and TF crates, and also with 
RPC system

Merging run control and DAQ systems should be done 
inasmuch as we think is on path for EMU development

Next test beam coordinator ought to be someone 
responsible for some of the overall system issues
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Fall Schedule
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