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Previous Tests -

The EMU group tested CSC pre-production chambers at CERN in
1997 and 1998, along with early electronic prototypes

R&D on CSC performance was performed in beam tests even earlier

More recently, the EMU group had two test beams in 2003, with the
goal of validating peripheral crate electronics and testing trigger
path with LHC-like beam for first time

Two chambers tested:
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Goals for 2004 -

We know that the CSC chambers work, along with the
front-end electronics and peripheral electronics

What we want to do is stress-test the system with more
chambers, the latest pre-production prototypes, and a
new radiation tolerant clock distribution system

o Trigger, DAQ, software

More importantly, we are testing/developing integration
and synchronization procedures, which will help us
with the commissioning CMS
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2004 Beam Test Goals -

Base goal: (As set out in April)
¢ Set up pre-production system of USCMS EMU electronics and repeat

Additional goals:

*

® & 6 6 O 6 O o o

prior tests using LHC-like 25 ns structuregd beam

e Test new radiation tolerant clock and cqntrol timing module
(CCB 2004), which is required before production

Test CSC trigger primitive logic with RPC and CSC Anode transition
card (so-called “RAT” transition card on TMB200 )

Use fully functional XDAQ-based
Use fully functional Level-1 Track

aWla¥-a\VVYE RID ) a aY¥a N

o naw paerinhe o VME cehtrolerddevelopedbyvOS
Add in ME1/1 (Dubna aroups)
Add an ME1/2 chamber (IHEP group)
Construct and mount an endcap RPC on ME1/2 (CERN, Korea/ China)
Connect and test RPC trigger Link board to RAT (Warsaw)

Add a small block of iron absorber between to validate OSCAR/ORCA
simulation
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Even more goals added once sta-

Test slow control (DCS) prototype

Test data quality monitoring (DQM) prototype

Unify Track-Finder and Peripheral Crate run control

Add automated calls to database to log run configuration
Test multiple peripheral crates

e Toward a Slice Test of the CMS Endcap Muon system,
where one peripheral crate corresponds to one disk

¢ Test multiple Sector Processors to one Muon Sorter
e A 1/6 trigger “data challenge” of Track-Finder crate
e Tests SP—MS communication with real tracks

o Test new trigger primitive logic for anodes (ALCT)
with ghost-busting improvements

o Spatial and HV scan of the Dubna ME1/1 chamber
¢ Offline simulation of testbeam setup
¢ Injection of raw data into ORCA

*
*
\ 4
*
*
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CSC Cosmic Ray Test F

2z

= Much of the DAQ and trigger development can be
tested (and has been tested) at a cosmic ray test stand
devoted to such purposes in Florida
¢ But the cosmic rate is low (Hz), and asynchronous of course
¢ Only have CSC chambers
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25 ns Structured Beam -

25ns Structured Beam 2004 LHC-like bunch structure
during synchronous running

Uit 21208 12.0s

-

SPS spill SPS spill SPS spill
! ! !» Trigger rates at X5A during
22_5 22s 22s sp il
924 BX o M.uons: 3-10 kHz
. 23 ps ¢ Pions: >100 kHz
48 bunches :." 48 bl.;nchesﬁ“\
! ! + « CSCreadout system is
bl R designed for a LIA*LCT rate
/ at LHC design luminosity of
| “ib"‘ Lo order 5 kHz

24.95082 ns

Michael Hauschild, 10-Jun-2004
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May/June Running Periods

3 weeks asynchronous beam 1 week asynchronous beam

SP8 Operation

3-Jun-2004

SPs244

(eolour code: purple (dark) = scheduling mesting , light green (light) = weskend or holiday)

Period 1B 2004 Jun 8 to Jul 1

Version 1.7

8PS Operation Period 1A 2004 May 17 to Jun 8 SPe243

Schedule issue date:

Scheduls issue date:  3-Jun-2004 Version 1.7 (eolour code: purple (dark) = scheduling mesting |, light green (light) = weekend or holiday)
Sat [Sun [Mon [ Tue [We
Mon | Tue Thu| Fn [ Sat [ Sun [Mon | Tue [Wed Fri [ Sat [ Sun [Mon] Tue [ Wed Fri Sun|[Mon [ Tue j 1 Jﬂ J13 14
17 20 21| 22 | 23 | 24 | 25 [ 26 28 (29130 | 31 f 1| 2 un |Jun [ Jun
[Wk21] Mar M. May | May | May [A%22| May | Ma May | May | May Jun | Jun Jun | Jun | Jun |Wk24] Jun
. ] 816 216 8 Long MD
Machine Setup e ——— Long MD + §erubbing ] .
2 7 - 3[T [Flpetr=mee
5 2 Sieqrist = P Sieqrist E e
p T1-X5 cdist  CMS-CSC 5 oo 858, 15 xen CMS-CSC/Tracker fet 2 = e o P
2h - H Reithler - P Martinengo -
<\ T1-GIF S zmmermann - ATLAS-RPC H Reithler CMS-RPC = T -GIF 125 X5C (&M 125 X560 (&F)
= 35 X5€ (GIF) 125 X5C (GIF) @ h ah LHCD-HCAL
h Bn D 3
Gl .x7 P ouinsta CMOS Blnger LHCh-HCAL  |Rlnger LHCh-PS 5| T1-X7 free bl
= 77 XIA 097 X78 087 X7B m h s |
h - D Lazic - D Lazic
T2 -H2 ass, CMS-HB/HE T2-H2 PACMS-HB/HE/HO 72 HIA
8h in CMS-ECAL
g i - MH - H
<|2Hs [Biora DREAM [fsgese  CMS-ECAL <| T2 g 8MS-ECAL L
w h 4 eh MEC/HEC/FCAL ATEAS-EMEC/HEC/FCAL
E[TaHE  |Fhomn ATLAS-EMEG/HEC/FCAL % |T4-He N P
T Bh_ ATLAS-TilecallLAr/Muon|81_ - T E o M Girolame ATLAS-Combined B opa  ATLAS-Pixel
g T4-h8 Fip S 0 e ssncev T s ATLAS-Combined o) ooyl E T4-H8 53 HiA 108 HEB +130 GeV 1387 +120 GeV (highint}| |
(=] 3h ) y NA48/2-calibration NA48/2
- V Kekelid: = -| V Kekelidze V Kekelidze
Z | T4 -PO ¥ Kekeligze NA48/2 T4 -PO P42~ K12 P42- K12
E en COMPASS-calibration an COMPASS
- G Malliot | G Mallot G Mallat
T6 -M2 Al COMPASS +160eY mu T6 -M2 +160GeY mu +160GeV mu| |
For further information contact the SPS/PS-Coordinator Status: Approved 13-May-2004, modified 23-May-2004, 24-May-2004 For further information contact the SPS/PS-Coordinator Status: Approved 3-Jun-2004
SPS CYCLE  Frotons 400 GeV/ Approximate Remarks SPS CYCLE  Protons 400 GeV Approximate Remarks
Intensities SPsies Continsini Mchsel Hasiikd  tensities SPS/PS-Coordinator: Michae! Hauschild
o B cey (10 protons/pulse]  ohone: 73564 (ext. +41 22 767 3564) e 28,0V 10 promesiuse) E;S:g ?5!23550':;1‘?“(?%0%;;2541
T e mehile: 180143 (ext. +41 78 457 0143) T 2 mobile: 160143 (ext. +41 76 457 0143)
S b 2 Discussion of P14 schedule on May 13 in the SPS users meeting SE 48 sec B o
T4: 20 . z s = Discussion of P18 schedule on Jun 3 in the SPS users meeting
i o Discussion of P18 schedule on Jun 3 in the SPS users mesting _‘4 2 Discussion of P1C schedule on Jun 24 in the SPS users meeting
s BEn Ie. _ 2 Jun 14 - Jun 21° ) )
Total H 25ns bunched proton beam: 48 bunches, 400 GeV, 12.0 sec cyele, 2.2 sec spill length
Complets cycle 16.3 ssc Complete cycle 16.8 sec

Location of tests: x5a in CERN “West Area”
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RE1/2 Installatio

WL 2
- |
agn Al

(Endcap RP(-
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Initial Geometry

Dubna survey ME1/1 ME1/2 ME2/2 ME3/2
146 mm
s 7y 180 mm 180 mm S e
180 mm ' :
Iron oo | ‘_’T Iron M i H i 160 mm
& p * [+
sc1 203 mm = 2 203 mm = A
= = = —
Beam rH‘| = |4H‘1 5 5
_._.,.I ______________________ o P B = R S R _R__
\\ vE B A\
3 ¥
< = = = =
1865 mm = < =
= = =
3150 mm 2 pillllg B » =
660 mm 950 mm 1250 min
it 3956 mm i
il 6336 mm g ‘1 080 n]mr © 2340 mm
7596 mm
F 10116 mm

X5A counting room
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XML Geometry Description

:'51 - 0SCAR Visualisation - [3D Window #i]] :
File Wiew Window Config Debug Help

e ax N dI®s 8 ¥ L LILY% M

Unnamed x

| visibility =]

XML version
created by
Michael
Case

Mame MRZZ
Copy # 3001
Replicated Ma
Position (0, 0,m
Rotatian [(10

£.12303e-17)
(6.12303e-17 1
£.12303e-17) (0

0l
Material ME_free_space
Density 0.254467
Sensitive (not sensitive)

Solid Type  G4Box
Solid MName  MR2Z
Solid

Parameters
wE 000
iz 770
iz 574.25
OISCAR is Inaced A
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Peripheral Electronics

M A R
Peripheral Crate #2
ME2/2+ME3/2

K\R 7/ /" 4
Peripheral Crate #1
ME1/1+ME1/2

RPC Link board | | Two perlpheral crates used only
Crate /| during 25 ns running period,
| BNy otherwise all boards in PC#2
i)

.
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Track-Finder, TTC & Trigger Electronic.

TTCmi crate TTCuvi crate Level-1
(machine interface for clock & orbit) Track-Finder crate

ll.__.__..-....v‘: . -'_';"-_—"_3—' |

4
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Test Beam 2004 DAQ Configurati(.

Configuration commands

distributed via XDAQ. geurtsl
Event-building tested Local DAQ PC
(FED Crate) _ = —— Raw file
data to BigPh
DDU ddu???.dat.bin
(CCB) or
DMB/TME T RunNum???Evs*.bin
MPC Run Control
CCB
Peripheral Crate(s) T onowin
v “acostal” l
TrackFinder Crate Local DAQ PC
i > —, Rawfile
SP DDU DAQ run????.dat
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The Integrated EMU GUI

=m EMU Commander (the TFGUI-RunControl Love Child)
File XDAQ Edit Yiew Help

] XDAQ output for host: acostal:40000 “ || E] XDAQ errors for host: acostal:40000 !

€ crate TTC Crate (hitp: //acostal:40000) Mlo6-05-04 15:22.24,834 [L024] INFO [137.138.176.24 140000

) ! . Mos-05-04 15:23:24,860 [1024] INFO [127.128.176.241: 40000
" crate. TrackFinder Crate (Titp {/acostal 40000 0 2700”1 1205305 4381 [1024] INFO [127. 128, 176,241 40000
© crate Peripheral Crate (hitp://geurts1:40100) | Mlog_05-04 15:23:24,865 [1024] INFO [127.138.176.241: 40000
Mlos-05-04 15:22:24,867 [L024] INFO [137.128.175.24 140000
Mos-05-04 15:23:24,920 [1024] INFO [127.128.176.241:4000
os-05-04 15:23:26,82 |1026] INFO [137.138.176 241:40000]] 5] CMS Beam Test Run Control :
Mos-05-04 15:23:26,121 [1026] INFO [127.128.176.241:4000

Help
GUIDriver ¥DAQ module $Revision: 1.8 § Struct XML: | | [=l
Sequence File: | || ]| _Reser
GUIDriver CTOR-INFO: Module load successful Hardware Config File: | | J
i of Events: |1500 |
. ] XDAQ output for host: geurts1:40100 Set Run Type: | | i |
T OO &R ;
e raC - I n er aS EXR and E¥TCNTRST ~| Set Run Number: |O | [T Automatic Run #

(CCB: Start Trigger
- CCBBCO Choose Command: !uckeyeShiﬂTestj Choose Board: [DAQME j
been extended to include s

CCH: Enaple TTE control Slot Number: Crate Number:

CCB: CSRB1(read)=0xcff9changed 10 CSRE1(set) = 0xdffa

the XDAQ-based run R O e -

CCB: Disable L1A | Setup | | Start | | Stop | | Execute |
CCB: CSRB1=0xdffg

Control S Stel I I CCB: disable Events: ‘1500 ‘ Type: |Unim1 |
CCB: disable TTC cantrol

CCH: Stap Trigger Run # ‘O ‘ Status: |Readv |
ciata taking disablect
-1
C 7 7 7 »
ontrols 4 crates: | '
= ] XDAQ output for host: acostal:40100 & || E] XDAQ errors for host: acostal:40100
TSR T

2 P - h I 305k
Enabled!
eripheral crates,
. 3/B.GO_3_MODE/11
T k F d t 2/B_G0O_2_MODE/11
- 3/B_GO_1_MODE/11
rac Inder crate, -0 Lwoor 1
3/CSR170
TTC crate o
12 /CSRB15 7080
12 /CSRB1/5 7080
10/ MM AJCSR_FCC/256
10/¥MMAJCSR_FCC 0
10/¥MMAJCSR_FCC 0

MetBeans IDE 3.5.1 - 5¢
fy emacsi@podacphl2 ce

1E E
a = = i
[ | @ @ Konguerar X EMU Commander {the %
»
@ @ I R E B3 0B/05/04
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EmuDAQ TB2004 Data -

130GB of data collected In

various DAQ modes

¢ raw reader from bigphysarea

device
e debugging purposes

¢ EmuFED-based standalone

reader
e debugging purposes

¢ EventBuilder based EVB
output

e Official output

¢ Standalone Track-Finder

data sample sizes:

¢ ddudumper (raw reader):
e 64GB

¢ hardwareDumper:
e 57.4GB

¢ EVBOutput:
e 11GB

¢ SPFed data:

output e 0.5GB
Trigger data volume is much
smaller than CSC data
(as expected)
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Accomplishments -

Using new Peripheral Crate (XDAQ) software to control
4 chambers and multiple crates

Single column of event builder tested
Monitoring prototype working offline
DCS prototype working

CCB2004 with radiation-tolerant discrete logic capable
of driving all electronics

¢ Drives gigabit optical links on trigger path, for example
Level-1 Track-Finder is successfully finding tracks and
self-triggering the experiment

¢ Became default mode of triggering for the last week

RPC signals seen in coincidence with the CSC trigger
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TB2004 DQM Architecture

XDAQ Environment

File Hardware

Event Data Source

FED:

Unpacking to ORCA:
DQM Analyses+Histograms:
CDF Display Server:
Display Server adaptation for xDAQ:
CDF Display GUI:
Integration:

EMU FED : EMU Mon
Module Raw Evet’?t Datzil Module
via XDAQ 120 || - unpacking (ORCA)
Y - DQM analyses

- DQM histograms

________________________________________________________________________________________________________________________

ROOT Objects

=

Direct File
Writing

via XDAQ SOAP

Histogram
Display
Server

ROOT Objects
via Sockets |

AA

vy

Display GUI

\_

N
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* Number of unpacked DMBs vs. number of DMBs reporting DAV

File Edit ¥iew Options |nspect Classes

Number of unpacked DMBs vs. number of DMBs reporting DAV

hd CMS DOM Consumer Display Main Frame

File List Tree Connection

CMS DQM Consumer Display

—Input Strear
= Memory Map File

-
NN

-
N

-
(=]

Very useful for debugging :
data unpacking problems,
and DAQ problems

'
~

Other ROOT File
Socket Connection
S0AP Connection

Mame of File / Socket Server:Port

localhost: 3031

Choose..| | Clear

open |

L DaMMode 1S
F-[C5C_255_1
(7] Slictes
f-[EACsc_255_3
-(Z C5C_255_a
7~ C5C_255_10

Number of unpacked DMBs

----- D chy Corrupted_Data_ws_L1A

----- [CAnCEC_CFEE_Active_DaV_Mismatch
..... [ZIhCSC_Unpacked

----- CAnDDU_EXM

----- D hDDU_DMEB_Active_Header_Count
----- D hDDU_DMEB_Active_Trailer _Count

----- [CAnDDU_DME_Dé_Active_Header_Count_vs_DME_
----- [:| hDDU_DME_DaY_Header_Count_vs_DME_Active
----- D hDDU_DME_DaW_Header_Occupancy

----- [CAnDDU_DME_Dé_Trailer _Count_vs_DME_active_1
----- D hDDU_DME_DaW_Trailer_Occupancy
..... CAnDDU_Error Stat

----- [CAhDDU_Heacker_ErrorStat

----- D hDD_Header_Trailer _Markers_Check
----- CAnDDU_L1 A_Increment

----- CARhDDU_L1 & Increment_vs_L1a

----- [CAnDDU_Reset_Recuests

----- [CAhDDU_Trailer_ErrorStat

..... D hDDU_Unpacking_Match_ws_L1A

|»

¥ Auto Update

™ multi Canvas Update
Delay (msec) |soon

Update |
Fausze |
Clear |
Frint... |
Beset all |

Histogram

Zern |
Eestore |
Content |

| Opened localhost:9091

| | |
8 10

12
Number of DMBs reporting DAV

14

] Al

[ 3[4 F

= dgm@pcmstbhv0l:~ - She 9 Number of unpacked DMBs |

X CMS DQM Consumer Disp

=

‘ l
A B

5

S b

[
N
w
Wi

RN P
SAANAS B

EERETeTY
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DCS

Valeri Sytnik has working DCS prototype using PVSS Il for EMU
peripheral crate electronics

Upgraded to handle TMB2004 and CCB2004 at beam test, and
demonstrated to work

Will need to resolve issues with sharing access to peripheral

crate —
E;f;s em

Sub-Svstem
'—"'——- gl

T

I@ii CECemdr2o01LY_1

C5Cdndr2e0ILY 1 is Included || (22—

ﬂ"ﬂ Exclude | //..'.
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Cfeb#1 current 3.3 0.33665

Cfehi#l current 5.0 512926 POWER
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Data analyses: Trigger Primitives .

Strip vs Strip J.Mumford (UCLA)

half vs half
Entries 705
- 160 = | —T —— Mean x 59.09
5l by e
— X i
E = - RMS y _4412
© 420 :_ _:
- 1 Several offline
- - {1 programs were
- \ = run to validate
60— - data immediately
aof- 4 after run taken for
ol 1 trigger efficiency
g 1 and any strange
0 B | 1 | ] | L1 | [ I | L1 | | [ T
0 20 40 60 100 120 140 160 effects
Chamber 0
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Anode Trigger Primitive Study (A-

Offline analyses continuing as well...

|ﬁa Total Eficiency va. TrigMode (Default Pattern: nph pattern=4, nph thresh=2)

4

#3 Total Efficiency va TrigMode (Defau It Pattern: nph pattern=4, nph thresh=2) J

TrigMode
w
tn

..........................

1.5 e i e T B o A e B e b i e e

B Angle=D

[CJAngle=28
B ~ngle-35 0.1 0.2 D03 0.4 D05 0.6 0.7 0.8 D9 1 o= E 0.2 0.3 04 0.5 06 0.7 0.8 0.9 1
[JAngle=41 Efficiency Efficiency

Accelerator muon pattern efficiency (straight tracks in
wires) decreases with angle as you would expect
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#3 Ghost Probabllity vs. TrigMode (Defa ult pattern: Delay=6, nph pattern=4, nph thresh=2, tl'et+:q‘|
K|

...................................................................................

----------------------------------------------------------------------------------------

.....................................................................................

ALCT Ghost Rate -

I #3 Ghost Probabllity ws. TrigMode (Default pattern: Delay=6, nph patiern-4. nph thresh=2, Ihe(+:ﬂ]

4

TrigMode

----------------------------------------------------------------------------------------

....................................................................................

03 04 05 D06 07 D08 DO 1
Efficiency

L=t 1
Efficiency

02 03 04 05 06 D07 0.8

Ghost rate very high if accelerator patterns and
collision patterns both enabled without ghost
cancellation mode (would flood trigger links)
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ALCT Pattern Studies -

Several other ALCT parameters were varied and will be
studied by summer student

For example, ALCT Patterns:
¢ Default “Miss4” “Andrey” Pat A and Pat B

| N IS
| | : |
|
| :
| || . . .
| ] - NI
Goal is to achieve high efficiency, low ghost rate, and

good discrimination between collision and accelerator
patterns

Hardware results should be validated against ORCA
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Track-Finder Tests .

i a—— First time we tested with
it LED o e e o .
ndicates AR full Track-Finding logic to
R identify tracks in data
Full DAQ logging of
Inputs and outputs for
offline comparisons
¢ Can compare with data
sent by Peripheral Crates
as well as internal TF logic
L1A generation a major
synchronization
accomplishment for
trigger

¢ Data must be aligned
spatially and temporally

¢ Very useful for slice tests

out of crate | N "
FRA R
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TF: ORCA vs. Hardware Chec-

| SPeta:(OSPeta/2) {SPmode>-1} |

\SPDphi12:0SPDphi12 {SPmode>-1} |

2 Run 366,
e 2 =" | Scurlock
24— . . i n
223— L 200
203— . -
of : 150/~ 64K events
‘5;_ . 100
14;— B a
2k, - 50/
10:_ II ] ] ] ] | ] ] ] _...
10 12 14 16 18 20 22 24 26 28 Un- | 5'0 ' 1l|]D | 1éu | 2[1,0 ’ 2|50
ebmode obmade Pmode1) | Correlation of track n,
1ol . A¢ between 2 stations, and track
i g type agrees perfectly between
T - hardware and ORCA simulation
T - ¢ n.b. Some aspects of the standalone
o - ORCA trigger package still must be
T om Incorporated into CERN repository
e — T TR Darin Acosta, University of Florida 27



Time Alignment of CSC data In Track-Fir.

Able to get all trigger data from multiple chambers and
crates on same BX (at Ieast for some runs):

| SP Relative BX, CSC 2 |

800

700

600

500

400

300

200

ntles

Mea 2
RMS -0

| SP Relative BX, CSC 3 |

600

500

400

300

200

100

RUN 293 sy

h3
Entries 582

Mean 2.009
RMS 0.00237

| SP Relative BX, CSC 9 |

hi

- o A
5IJI:I_— RMS 01064
4IJIJ:—
300 —
100 —
e B T
| SP Relative BX, CSC8 | e h4 -
= M r:zs 3.062
25—_ RMS 0.4285
20:— .
- Issue with
15— . .
anode timing for
101 this chamber
85—
uu:. PR T [N T T N T N [ T T T I S T T L
1 2 3 4 5 [
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Sector Processor BX Distribution .

j=[u[a) =0 Maan T 3 Maan 7187
- RME 1432 10 RME 4303
=3 - ul
roof W - Some random
e “F triggers
:jz_ 48 BX -
m;: 4 > 10 =
200 __ E
1I:II:I_— 1
[v] 2 B | | PP BPEPETEE BPEPET AT B |..L.-

| 1 1 1 1 1 1l 1
&80 &a0 oo 70 T20 T30 740 T30 0 00 200 300 400 S0 800 TOO 800 900

ﬁmm BX counter resets every time
BCO arrives

aool "

oo : - ;. M-aqy' spills

R (i
3000

N P T [

PR PP B PP
u] S00 1000 1500 2000 2500

Run 380, muons
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Track-Finder Crate Tests Cont’d.

First test of multiple
peripheral crates to TF
crate

¢ Synchronization test

Various clocking solutions
tried to test robustness of
optical links

¢ MPC used QPLL 80 MHz
clock on backplane for 25 ns
runs?

First test of multiple

Sector Processors to one

Muon Sorter

¢ Detailed offline checks of
exchanged data should
follow to validate boards
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Preliminary RPC/CSC Resu-

RPC chamber operating efficiently at 9.1 kV
¢ Both single gap and double gap modes tested

RPC signals seen in coincidence with Track-Finder
trigger by Link Board monitoring package

Correlated RPC data seen in CSC trigger motherboard
(local trigger primitive logic for cathodes)

Detailed quantitative checks must still be done

Problem: the RPC and Anode Transition card (RAT)
seems to be significantly reducing ALCT efficiency
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Continuation of Integration T-

Plans are underway to move our Muon “slice test” to
the H2 beam line to integrate with HCAL in September
o Will be crowded: DT also will there, as maybe Tracker

This extends the integration to another CMS subsystem

Main objective would be to synchronize the two
systems with respect to each other, possibly triggering
from CSC’s

Possible to merge to some degree the run control and
DAQ software, since based on a common framework

¢ Degree to which this is done depends on remaining amount of
time
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Offline: Data Unpacking -

Two CSC packages exist: A.Tumanov, R.Wilkinson

DataFormat

¢ Standalone package that reads raw CSC data

¢ Has been used extensively for over a year, including 2003 CSC TB
o Still widely used in analyses (e.g. trigger studies)

METBRawFormat

¢ Itis integrated with official CERN ORCA, at least for earlier ORCA
versions (but private CVS version kept as well)

¢ Constraint: ORCA/Muon cannot depend on ORCA/Trigger
e Need to think where to put trigger primitive data classes
+ Needs updating to the latest ORCA FED redesign by G.Bruno
e Max Chertok (UC Davis) volunteers to work on this

Problems:

¢ Both packages frequently crash on recent data, and must be
made more robust

e Due to data corruption, subtleties in CSC data format
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Offline: Simulation -

Michael Case created first XML geometry file for CSC
beam test
+ Initial geometry only, chambers were moved around during tests

Next step is to run OSCAR job around this geometry
¢ Tim Cox volunteers to work on this

Ultimately should inject raw data into ORCA for
reconstruction, and compare with simulation

+ Validate CSC digitization

+ Verify multiple scattering in iron
¢ Check possible impact of RPC operation on CSC

Need more volunteers, at least for ORCA-based
analyses!

6 July 2004 PRS/Muon Meeting Darin Acosta, University of Florida 35



Conclusion -

130 GB of data logged

¢ Many analyses still to be done!

May-June 2004 test beam program had many
accomplishments

¢ New fully XDAQ-based run control and data acquisition system
tested

¢ Pre-production prototypes working well
¢ Trigger system synchronized and self-triggering
+ RPC interface tests performed

Some problems crept up:
¢ Data unpacking robustness (more thorough studies required)
¢ Anode LCT interface through RAT card

Will return to CERN in September/October at H2
¢ Continue progress toward a CMS slice test
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&) |58 % CSC Test Beam

| The CSC Beam Test Page, 2004

Test Beam May-June 2004

Goals for June 25 nn
What was achieved during the Mav asynchronous run
Overall goals [PDE, PPT]
Daily reports on 25 ns run
Previous reports from May
Status Report as of 18 June ( Status report as of 6 June)
Scanned copv of log book (New)
Trigger/Track-Finder run description [XLS] (WNew)
o Asynchronous period [PDF]
@ 25 ns period [PDE]

LN I IR RN

i + 2004 Run Database
I ¢ Online logbook

H o Interface to technical database with specific XML configuration parameters of rn
2004 CSC beam test confisuration [PDE, PPT]
Initial beam test geometry (as of 28 May 2004) [PDE, DOC]
Photos
DPlot directory
SPS Users Schedule 2004

SPS Machine display
Equipment manifest [PDF XLS ]
People's schedules and contact numbers at CERIN [PDF XLS |
Testbeam task list and schedule [PDE. MPP]
Testbeam data is archived at CERIN here: /castor/cern.chiuser/t'tbxScedr/tb 2004/
Locally, DDU data is on geurts 1/dataDDU/
and TF data is on acostal-home/daq'testbeamdata’
How to use the CERN Castor data storage system
o Use "didir" for Is, and "tfcp” to copy
@ You can also use "ftp wacdr.cern ch” to get direct access to castor
Mapping of DDU input to CSC ID to chamber tvpe (updated for 23 ns run)
TMB quality code definition
Greg Pawloski's TTC code for 2003
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. .

Test Beam September 2003

14 documentation
linked off here
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Thanks

| would like to thank everyone
contributing to the muon beam test
effort, especially those experts putting
In countless hours in the control room

+ RPC chamber
(CERN, China, Korea)
and electronics
(Warsaw) groups

(apologies to anyone
| left off)
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